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1 Introduction

Individuals regularly make decisions to determine their consumption in future time periods,
and most have income that varies over their lives. They initially consume from parental
income before commencing work, whereupon their income normally increases until it peaks
toward the end of their working life and then declines at retirement. An example of the
income profile (It) for a consumer who lives until time T is shown by the solid line in 
Figure 1.1. When resources can be transferred between time periods the consumer can
choose to smooth consumption expenditure (Xt) to make it look like the dashed line in the
diagram.

Almost all consumption choices have intertemporal effects when individuals can transfer
resources between time periods. Any good that provides (or funds) future consumption is
referred to as a capital asset, and consumers trade these assets to determine the shape of the
consumption profile. In Figure 1.1 the individual initially sells capital assets (borrows) to
raise consumption above income, and later purchases capital assets (saves) to repay debt and
save for retirement and the payment of bequests. These trades smooth consumption expen-
diture relative to income, where consumption profiles are determined by consumer prefer-
ences, resources endowments and investment opportunities.

There are physical and financial capital assets: physical assets such as houses and cars
generate real consumption flows plus capital gains or losses, and financial assets have mon-
etary payouts plus any capital gains or losses that can be converted into consumption goods.
There are important links between them as many financial assets are used to fund invest-
ment in physical assets, where this gives them property right claims to their payouts. In fric-
tionless competitive markets, asset values are a signal of the marginal benefits to sellers and
marginal costs to buyers from trading future consumption. In effect, buyers and sellers are
valuing the same payouts to capital assets when they make decisions to trade them, which is
why so much effort is devoted to the derivation of capital asset pricing models in financial
economics, particularly in the presence of uncertainty. Consumers will not pay a positive
price for any asset unless it is expected to generate a net consumption flow for them in the
future. In many cases these benefits might be reductions in consumption risk rather than
increases in expected consumption. In fact, a large variety of financial securities trade in
financial markets to facilitate trades in consumption risk.

While much of the material covered in this book examines trade in financial markets and
the pricing of financial securities, there are important links between the real and financial
variables in the economy. After all, financial markets function to facilitate the trades in real
consumption, where financial securities reduce trading costs, particularly when consump-
tion is transferred across time. Their prices provide important signals of the marginal valu-
ations and costs of future consumption flows. To identify interactions between the real and



financial variables in the economy, we examine the way capital asset prices change over
time, and how they are affected by taxes, leverage, risk, new information and inflation. In
particular, we look at how financial decisions affect real consumption opportunities.

A useful starting point for the analysis is the classical finance model with frictionless and
competitive markets where traders have common information. In this setting the financial
policy irrelevance theorems of Modigliani and Miller (1958, 1961) hold, where financial
securities are a veil over the real economy. That is not to say these securities are irrelevant
to the real economy, but rather, the types of financial securities used and the way they make
payouts, whether as consumption, cash or capital gains, are irrelevant. This is an important
proposition because it reminds us that the values of financial securities are ultimately deter-
mined by the net consumption flows they provide – in other words, by their fundamentals.
While this model appears at odds with reality, it provides an important benchmark for grad-
ually extending the analysis to a more realistic setting with trading costs, taxes and asym-
metric information to explain the interactions we observe between the real and financial
variables in the economy. Considerable progress has been made in deriving asset pricing
models in recent years by linking prices back to consumption, which is the ultimate source
of value because it determines the utility of consumers. Most of this work is undertaken 
in classical finance models, where departures from it attempt to make the pricing models
perform better empirically.

This book aims to bridge the material covered in most undergraduate finance courses
with material covered in a first-year graduate finance course. Thus, it can be used as a 
textbook for third-year undergraduate and honours courses in finance and financial 
economics. Another aim is to provide policy analysts with an accessible reference for 
evaluating policy changes with risky benefits and costs that extend into future time periods.
The most challenging material is presented at the end of Chapter 4, where four popular 
consumption-based pricing models are derived, and in Chapter 8 on project evaluation 
and the social discount rate. I benefited enormously from reading many of the works listed
in the References section, but two books were particularly helpful. The book by John
Cochrane (2001) provides nice insights into the economics of asset pricing, and is well 
supported by the book by Yvan Lengwiler (2004) that carefully establishes the properties of
the consumption-based pricing model where the analysis in Cochrane starts.

2 Introduction
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In this book I have expanded the material on corporate finance and included material on
project evaluation. Corporate finance is an ideal application in financial economics because
a large portion of aggregate investment is undertaken by corporate firms. It provides us with
an opportunity to examine the role of taxes and the effects of firm financial policies on their
market valuations. Welfare analysis is used in the evaluation of public sector projects, and
to identify the efficiency and equity effects of resource allocations by trades in private mar-
kets. In distorted markets policy analysts use different rules than private traders for evaluat-
ing capital investment decisions. These differences are examined and we extend a
compensated welfare analysis to identify the welfare effects of changes in consumption risk.
For that reason the book may also be useful as a reference for courses in cost–benefit analy-
sis, public economics and the economics of taxation. We now summarize the material 
covered in each of the following chapters.

1.1 Chapter summaries

Intertemporal decisions under uncertainty

Uncertainty obviously impacts on intertemporal consumption choices, where consumers,
when valuing capital assets, apply discount factors to their future net consumption flows as
compensation for the opportunity cost of time and risk. Rather than include both time and
risk from the outset, we follow Hirshleifer (1965) in Chapter 2 by using certainty analysis
to identify the opportunity cost of time. This conveniently extends standard atemporal eco-
nomic analysis to multiple time periods without the complication of also including uncer-
tainty. It is included later in Chapter 3 using a two-period Arrow–Debreu state-preference
model, which is a natural extension of the certainty analysis in Chapter 2. By proceeding in
this manner we establish a solid foundation for the more advanced material covered in later
chapters. Some graduate finance books treat uncertainty analysis, and in some cases, state-
preference theory, as assumed knowledge.

The certainty analysis commences in an autarky economy where individuals effectively
live on islands. We do this to identify actions consumers can take in isolation from each
other to transfer consumption to future time periods through private investment in capital
assets. For example, they can store commodities, plant trees and other crops as well as build
houses to provide direct consumption benefits in the future. While this is a simplistic
description of the choices available to most consumers, it establishes useful properties that
will carry over to a more realistic setting. In particular, it identifies potential gains from
trade, where the nature of these gains is identified by gradually introducing trading oppor-
tunities to the autarky economy. We initially extend the analysis by allowing consumers to
exchange goods within each time period (atemporal trade) where transactions costs are
introduced to provide a role for (fiat) money and financial securities.

It is quite easy to overlook some of the important roles of money and financial securities
in a more general setting with risk, taxes, externalities and asymmetric information. In a cer-
tainty setting without taxes and other distortions consumers use them to reduce the costs of
moving goods around the exchange economy. Money and financial securities will coexist as
a medium of exchange if they provide different cost reductions for different transactions.
Since money is highly divisible and universally accepted as a medium of exchange, it
reduces trading costs on relatively low-valued transactions. In contrast, financial securities
are used for larger-valued transactions and trades with more complex property right trans-
fers which are less easily verified at the time the exchanges occur.1 If commodities are 
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perfectly divisible, costless to transfer between locations, and traders have complete infor-
mation about their quality and other important characteristics, the absence of trading costs
will make money and financial securities redundant. Money is frequently not included in
finance models due to the absence of trading costs on the grounds they are too small to play
a significant role in the analysis. That also eliminates any transactions cost role for finan-
cial securities. When money is included in these circumstances it becomes a veil over the
real economy so that nominal prices are determined by the supply of money.2 Once trading
costs are included, however, money and financial securities can have real effects on equilib-
rium outcomes.

When consumers can trade atemporally in frictionless competitive markets they equate
their marginal utility from allocating income to each good consumed. This allows us to sim-
plify the analysis considerably by defining consumer preferences over income on the basis
that consumption bundles are being chosen optimally in the background to maximize util-
ity. This continues to be the case in the presence of uncertainty when there is a single con-
sumption good. However, with multiple goods, risk-averse consumers care not only about
changes in their (expected) money income in future time periods but also about changes in
relative commodity prices as both determine the changes in their real income.3 This obser-
vation makes it easier to understand why in some pricing models the risk premiums are
determined by changes in relative commodity prices.

The next extension to the autarky economy introduces full trade where consumers can
trade within each period and across time (intertemporally) in a market economy. Initially we
consider an exchange model where consumers swap goods in each time period and use for-
ward commodity contracts to trade goods over time. The analysis is then extended to an
asset economy by allowing consumers to trade financial securities. As noted by Arrow
(1953), financial securities can significantly reduce the number of transactions. Instead of
trading a separate forward contract for each good consumed in the future, consumers can
trade money and financial securities with future payouts that can be converted into goods.
Thus, money and financial securities can be used as a store of value to reduce the costs of
trading intertemporally. But this introduces a wealth effect in the money market due to the
non-payment of interest on currency. Whenever consumers hold currency as a store of value,
they forgo interest payments on bonds; this acts as an implicit tax when the nominal inter-
est rate exceeds the marginal social cost of supplying currency. Any anticipated expansion
in the supply of fiat currency that raises the rate of price inflation and the nominal interest
rate will increase the welfare loss from the non-payment of interest by further reducing the
demand for currency. There are other important interactions between financial and real vari-
ables in the economy when we introduce risk and asymmetric information. By trading
intertemporally in frictionless competitive markets, consumers equate their marginal rates
of substitution between future and current consumption to the market rate of interest, and
therefore use the same discount factors to value capital assets.

After extending the asset economy to allow investment by firms, we then examine the
Fisher separation theorem. This gives price-taking firms the familiar objective of maximiz-
ing profit. Sometimes this objective is inappropriate. For example, shareholders are unlikely
to be unanimous in supporting profit maximization when the investment choices of firms
also affect the relative prices of the goods they consume. The Fisher separation theorem
holds when these investment choices only have income effects on the budget constraints of
shareholders. We then examine the effects of fully anticipated inflation in a classical finance
model where the real economy is unaffected by changes in the rate of general price infla-
tion. This establishes the Fisher effect where nominal interest rates change endogenously to
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keep the real interest rate constant, so that current asset prices are unaffected by changes in
inflation. The real effects of inflation are obtained by relaxing assumptions in the classical
finance model, including homogeneous expectations and flexible nominal prices.

Finally, the certainty analysis is completed by deriving asset prices for different types of
securities such as perpetuities, annuities, share and bonds. In general terms, capital asset
prices are determined by the size and timing of their net cash flows and the term structure
of interest rates used to discount them. While this may seem a relatively straightforward
exercise, it can become quite complicated in practice. There are many factors that can
impact on the net cash flows and their discount factors, including, storage, investment
opportunities, trading costs, inflation and taxes. After identifying the term structure of inter-
est rates, we establish the fundamental equation of yield in a certainty setting. The term
structure establishes the relationship between short- and long-term interest rates. This is
important for pricing assets when their net cash flows are spread across a number of future
time periods because the discount factors need to reflect the differences in their timing. Risk
premiums are added to the short-term interest rates using an asset pricing model when the
net cash flows are risky. These adjustments are derived later in Chapters 3 and 4. The equa-
tion of yield measures the economic return to capital invested in assets in each period of
their lives. It identifies economic income as cash and consumption plus any capital gains or
losses. Some asset prices rise over time, some fall and others stay constant. It depends on
the size and timing of the cash flows they generate. Assets that delay paying net cash flows
until later time periods must pay capital gains in subsequent years to compensate capital
providers for the opportunity cost of time. In contrast, the prices of assets with larger imme-
diate cash flows are much more likely to fall in some periods of their lives. In a frictionless
competitive capital market every asset must pay the same economic rate of return as every
other asset (in the same risk class). This is the no arbitrage condition which eliminates profit
from security returns and makes them equal to the opportunity cost of time (and risk). It is
an important relationship that appears time and again throughout the analysis in this book,
and it provides extremely useful economic insights for predicting asset price changes and
identifying the economic returns on assets.

The role of arbitrage can be demonstrated by computing the price of a financial asset with
a net cash flow in the next period of X1 dollars when the nominal rate of interest over the
period is i1. It has a present value of

(1.1)

where the discount factor 1/(1 + i1) converts future dollars into fewer current dollars to com-
pensate the asset holder for the opportunity cost of delaying consumption expenditure.
Whenever the current asset price (p0) falls below PV0 there is surplus with a net present
value of

(1.2)

PV0 is the most the buyer would pay for this asset because it is the amount that would need
to be invested in other assets (in the same risk class) to generate the same net cash flow, with

NPV
X
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PV0(1 + i1) = X1. In a frictionless competitive capital market arbitrage drives the market price
of the asset (p0) to its present value (PV0). If the asset price results in p0(1 + i1) > X1 investors
move into substitute assets which pay higher economic returns, while the reverse applies
when p0(1 + i1) < X1. When the no arbitrage condition holds, the asset price is equated to the
present value of its net cash flows, so that NPV0 = 0. In these circumstances the discount rate
(i1) is the return every other asset (in the same risk class) pays over the same period of time.

Despite the simplicity of this example, it can be used to establish a number of very impor-
tant properties that should apply to asset values. First, their net cash flows are payouts made
to asset holders, and they are computed as gross revenue accruing to underlying real assets
minus any non-capital costs of production. Second, the discount rate should in every way
reflect the characteristics of the net cash flows being discounted. It should be the rate of
return paid on all other assets in the same risk class over the same time period. If the pay-
outs are made in six months’ time the discount rate is the interest rate over that six-month
period, while assets that make a continuous payout through time should be evaluated using
a continuous discount factor. When the payouts are measured in nominal terms we use a
nominal discount rate, and for those measured in real terms a real discount rate. In the pres-
ence of taxes we discount after-tax payouts using an after-tax discount rate. Finally, when
the net cash flows are risky a premium is included in the discount rate to compensate asset
holders for changes in their consumption risk. While these seem obvious points to make,
they can nonetheless be easily overlooked in more complex present value calculations.

Uncertainty and risk

A key role of financial securities is to spread and diversify risk, and these issues are exam-
ined in Chapter 3. Many different types of securities trade in capital markets, including
shares, bonds, options, futures, warrants and convertible notes. Traders use them to trade
and diversify consumption risk and to obtain any profits through arbitrage. In a competitive
capital market there is a perfect substitute for every traded security, so that no one can pro-
vide new risk trading opportunities by bringing a new security to the capital market. In other
words, every new security can be replicated by creating a derivative security from existing
traded assets. In this setting, traders have no market power because other traders can com-
bine options, bonds and shares to create perfect substitutes for their securities. This activity
is important for invoking the no arbitrage condition on security returns when there is uncer-
tainty and plays an important role in making the capital market efficient in the sense that
asset prices reflect all available information.

Chapter 3 extends the analysis in the previous chapter by including uncertainty using the
Arrow–Debreu state-preference model. This establishes the classical finance model in an
uncertainty setting where consumers have conditional perfect foresight, there are no trading
costs and markets are competitive. It is equivalent to a certainty analysis where the charac-
teristics of goods are expanded to make them state-contingent. The states of nature com-
pletely summarize all possible outcomes of the world in the future, and everyone in the
economy agrees on the state space and can solve the equilibrium outcomes in the economy
in every state. The only remaining uncertainty is over the state that will actually eventuate.
Most of the economic intuitions for the equilibrium allocations in the certainty setting will
carry over to this setting, except that consumers use stochastic discount factors to assess the
values of capital assets.4 If the capital market is complete, so that consumers can trade in
every state of the world, they use the same state-contingent discount factors and have the
same marginal valuations for risky capital assets.
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Risk-averse consumers include a risk premium in their discount factors when valuing net
cash flows on capital assets. This premium compensates them for risk imparted to their
future consumption by the net cash flows. But while every consumer includes the same risk
premium in their discount factors in the Arrow–Debreu model, they may not measure and
price risk in the same way. One of the main objectives of finance research is to obtain an
asset pricing model where consumers measure and price risk identically so that financial
analysts can predict the market valuations of capital assets, and policy analysts can include
a risk premium in the discount factors used to evaluate the net benefits on public sector proj-
ects. The first important step in this direction is to adopt von Neumann–Morgenstern
expected utility functions to separate the probabilities consumers assign to states of nature
from the utility they derive in each state. Since these preferences are time-separable with a
state-independent utility function, they transform the Arrow–Debreu pricing model into the
consumption-based pricing model where consumers face the same consumption risk and
therefore measure and price risk identically.

Asset pricing models

Further assumptions are required, however, to make the consumption-based pricing model a
simple linear function of a few (ideally one) factors that isolate market risk in the net cash
flows to securities. We derive four popular pricing models as special cases of the consumption-
based pricing model in Chapter 4. They include the capital asset pricing model (CAPM)
derived by Sharpe (1964) and Lintner (1965), the intertemporal capital asset pricing model
(ICAPM) by Merton (1973a), the arbitrage pricing theory (APT) by Ross (1976) and the
consumption-beta capital asset pricing model (CCAPM) by Breeden and Litzenberger
(1978) and Breeden (1979). All of them adopt assumptions that make the common stochas-
tic discount factors of consumers linear in a set of factors that isolate aggregate consump-
tion risk. And since these factors are variables reported in aggregate data, the models are
relatively straightforward for analysts to use when estimating the current values of capital
assets. In all of these models there is no risk premium for diversifiable risk in security
returns because it can be costlessly eliminated by bundling risky securities in portfolios.
Only the non-diversifiable (market) risk attracts a risk premium because it is risk that con-
sumers must ultimately bear. Since this material is more difficult analytically, we follow
standard practice by initially deriving the CAPM as the solution to the portfolio problem 
of consumers. In this two-period model consumers fund all their future consumption from
payouts to securities where consumption risk is determined by the risk in their portfolios.
Since they have common information they combine the same bundle of risky securities with
a risk-free security, where market risk is determined by the risk in their common risky
bundle (known as the market portfolio). Thus, they measure risk in the returns to securities
by their covariance with the return on the risky market portfolio. This is a widely used model
in practice because of its simplicity. There is a single measure of market risk in the econ-
omy that all consumers price in the same way, where the market portfolio is normally 
constructed as a value-weighted index of the traded risky securities on the stock exchange.
The problem with this model lies in the simplifying assumptions, in particular, that of
common information, no transactions costs and joint normally distributed returns.

When security returns are joint normally distributed the returns on security portfolios are
completely described by their mean and variance. This is why the CAPM is based on a
mean–variance analysis. The APT model is more general because it does not require secu-
rity returns to be normally distributed. Instead, it is a linear factor analysis that isolates
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market risk empirically by identifying the common component in security returns. While the
factors used are macroeconomic variables, they are not necessarily the source of the market
risk in security returns. They are simply used to isolate it. We derive the APT model in 
a similar fashion to the derivation of the CAPM to demonstrate the role of arbitrage in 
eliminating diversifiable risk, and the role of mimicking portfolios to price the market risk
isolated by the macro factors. The main weakness of this model is its failure to identify the
set of common factors used by consumers.

In the last three sections we derive the CAPM and the APT, as well as the ICAPM and the
CCAPM, as special cases of the consumption-based pricing model. Even though the analy-
sis is slightly more complex, it provides much greater insight into the underlying econom-
ics in these pricing models. In particular, it links the risk in securities directly back to the
risk in consumption expenditure. Since consumers derive utility from consumption and face
the same consumption risk, they assess the risk in capital assets by measuring the covariance
of their returns with changes in aggregate consumption. Additional factors are required
when aggregate consumption risk also changes over time. Each model has its strengths and
weaknesses, and by deriving them as special cases of the consumption-based pricing model,
they can be compared more effectively.

Early empirical tests of these models focused on their ability to explain the risk premi-
ums in expected security returns without considering how much risk was being transferred
into real consumption expenditure. When testing the CCAPM, Mehra and Prescott (1985)
looked beyond its ability to explain the risk in asset prices and examined whether the
implied values of the (constant) coefficient of relative risk aversion and the (constant) rate
of time preference were consistent with the risk in aggregate real consumption. Using 
US data, they discovered the equity premium and low risk-free real interest rate puzzles,
where the premium puzzle finds the need to adopt a coefficient of relative risk aversion in
the CCAPM that is approximately five times larger than its estimated value in experimental
work, while the low risk-free rate puzzle finds the observed real interest rate much lower
than the CCAPM would predict when the coefficient of relative risk aversion is set at its esti-
mated value. Once it is set at the higher values required to explain the observed equity risk
premium in security returns using the CCAPM, the predicted real interest rate is even
higher. After summarizing these pricing puzzles we then look at subsequent attempts to
explain them by modifying preferences and including market frictions.

Insurance with asymmetric information

As noted earlier, no risk premium is included in security returns for diversifiable risk in the
consumption-based pricing models. This is referred to as the mutuality principle, and when
it holds, we cannot assess the risk in security returns by looking solely at their variance.
Instead, we need to measure that part of their variance that cannot be costlessly eliminated
by bundling financial securities together or purchasing insurance. The diversification effect
from bundling securities is examined in Chapters 3 and 4, while insurance is examined in
Chapter 5. Insurance markets allow consumers to pool individual risks, which are diversifi-
able across the population. When insurance trades at actuarially fair prices (that is, at prices
equal to the probability of their losses), consumers with von Neumann–Morgenstern pref-
erences fully insure. They purchase less insurance and do not eliminate all the diversifiable
risk from their consumption when there are marginal trading costs.

Governments and international aid agencies often justify stabilization policies on the
grounds that private insurance markets are distorted by moral hazard and adverse selection
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problems. These are problems that arise when traders have asymmetric information – in par-
ticular, when insurers cannot costlessly observe the effort taken by consumers to reduce
their probability of incurring losses, or distinguish between consumers with different risk.
Dixit (1987, 1989) makes the important observation that stabilization policies can only be
assessed properly when they are evaluated in the presence of the moral hazard and adverse
selection problems. We provide a basis for doing this by formalizing equilibrium outcomes
in the market for private insurance when traders have asymmetric information. Its effects are
identified by comparing these outcomes to the equilibrium outcomes when traders have
common information.

Derivative securities

There are frequently circumstances where individuals take actions now so they can delay
making future consumption choices when uncertainty is partially resolved by the passing
of time. Alternatively, they can eliminate some of the uncertainty in future consumption
now by securing prices for future trades. Options contracts give holders the right but not
the obligation to buy and sell commodities and financial assets at specified prices at (or
before) specified times, while forward contracts are commitments to trade commodities
and financial assets at specified prices and times. These derivative securities play the
important role of facilitating trades in aggregate risk and allowing investors to diversify
individual risk by completing the capital market. They also provide valuable information
about the expectations of investors for future values of underlying assets. Strictly speaking,
derivatives are financial securities whose values derive from other financial securities, but
the term is used more widely to include options and forward contracts for commodities.5

Micu and Upper (2006) report very large increases in the combined turnover in fixed
income, equity index and currency contracts (including both options and futures) on inter-
national derivatives exchanges in recent years. Most of the financial contracts were 
for interest rates, government bonds, foreign exchange and stock indexes, while the main
commodity contracts were for metals (particularly gold), agricultural goods and energy
(particularly oil).

After summarizing the payouts to these contracts, we then look at how they are priced in
Chapter 6. An economic model could be used to solve the stochastic discount factors in the
consumption-based pricing model, but that involves solving the underlying asset prices. 
A preferable approach obtains a pricing model for derivatives that are functions of the cur-
rent values of the underlying asset prices together with the restrictions specified by the con-
tracts. Since the assets already trade we can use their current prices as inputs to the pricing
model without trying to compute them. In effect, the approach works from the premise that
markets price assets efficiently and all we need to do is work out how the derivatives relate
to the assets themselves. This is the approach adopted by Black and Scholes (1973) whose
option pricing model values share options using five variables – the current share price, its
variance, the expiry date, exercise price and the risk-free interest rate. It is a popular and
widely used model because this information is readily available, but it does rely on a number
of important assumptions, including that they are European options with fixed exercise
dates, the underlying shares pay no dividends and they have a constant variance. We do not
derive the Black–Scholes option pricing model formally, preferring instead to provide an
intuitive explanation for its separate components. Forward contracts are also valued using
the current price of the underlying asset, the settlement date, margin requirements, price
limits and storage costs when the asset is a storable commodity.
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Corporate finance

In most economies a significant portion of aggregate investment is undertaken by corpo-
rate firms who can raise large amounts of risky capital by trading shares, bonds and 
other securities. In particular, they can issue limited liability shares that restrict the liabil-
ity of shareholders to the value of their invested capital. In return, they are subject to statu-
tory regulations that, among other things, specify information that must be reported to
shareholders at specified times, and bankruptcy provisions to protect bondholders from
undue risk. A significant fraction of the value of financial securities that trade in capital
markets originate in the corporate sector. There are primary securities, such as debt and
equity, as well as the numerous derivative securities written on them. In recent years a
larger proportion of consumers hold these corporate securities, if not directly, then at least
indirectly through their superannuation and pension funds. We examine the role of risk and
taxes on corporate securities and on the market valuations of the firms who issue them in
Chapter 7. In particular, we look at the effects of their capital structure and dividend policy
choices. For expository purposes the classical finance model is an ideal starting point for
the analysis because it establishes fundamental asset pricing relationships that can be
extended to accommodate more realistic assumptions. In this setting, where consumers
have common information in frictionless competitive capital markets, we obtain the
Modigliani–Miller financial policy irrelevance theorems. They are generalized where pos-
sible by including risk and taxes before introducing leverage related costs and asymmetric
information.

Most countries have a classical corporate tax that taxes the income corporate firms pay
their shareholders but not interest payments on debt. This tax bias against equity encourages
corporate firms to increase their leverage. Early studies looked for leverage-related costs to
explain the presence of equity in a classical finance model, including bankruptcy costs, and
lost corporate tax shields due to the asymmetric treatment of profits and losses, which both
lead to optimal leverage policy choices. However, empirical studies could not find large
enough leverage costs to offset the tax bias against equity, so Miller (1977) examined the
combined effects of corporate and personal taxes and found that favourable tax treatment of
capital gains could make equity preferable for investors in high tax brackets – that is, investors
with marginal personal tax rates on cash distributions that exceed the corporate tax rate by
more than their personal tax rates on capital gains. Most countries have progressive personal
tax rates so that low-tax investors can have a tax preference for debt while high-tax investors
have a tax preference for capital gains. Once both securities trade, Modigliani–Miller leverage
will hold when consumers have common information. But this analysis by Miller produced
the dividend puzzle where no fully taxable consumers have a tax preference for dividends
over capital gains. Thus, shares pay no dividends in the Miller equilibrium. We examine a
number of different explanations for this puzzle, including differential transactions costs,
share repurchase constraints that restrict the payment of capital gains, and dividend sig-
nalling under asymmetric information. In the last section of this chapter we examine the
imputation tax system used in Australia and New Zealand. This removes the double tax on
dividends by crediting shareholders with corporate tax paid, where the corporate tax is used
as withholding tax to discourage shareholders from realizing their income as capital gains
in the future. Since capital gains are taxed at realization, rather than when they accrue inside
firms, shareholders can reduce their effective tax rate on them by delaying realization. The
corporate tax considerably reduces these benefits from retention by taxing income as it
accrues inside firms.
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Project evaluation and the social discount rate

Governments also undertake a large portion of the aggregate investment in most economies,
where public sector agencies generally use different evaluation rules than those employed
by private investors when markets are subject to distortions arising from taxes, externalities,
non-competitive behaviour and the private underprovision of public goods. Private investors
make investment choices to maximize their own welfare, while governments make invest-
ment choices to maximize social welfare. These objectives coincide in economies where
resources are allocated in competitive markets without distortions (setting aside distribu-
tional concerns). However, when markets are subject to distortions private investors evalu-
ate projects using distorted prices, while governments look beyond these distortions and
evaluate projects by measuring their impact on social welfare. These differences are demon-
strated in Chapter 8 by evaluating public projects that provide pure public goods in a tax-
distorted economy with aggregate uncertainty. The analysis is undertaken in a two-period
setting where consumers have common information and von Neumann–Morgenstern 
preferences.

Initially we obtain optimality conditions for the provision of pure public goods in the
absence of taxes and other distortions to provide a benchmark for identifying the effects of
distorting taxes. This extends the original Samuelson (1954) condition to an intertemporal
setting with uncertainty where the current value of the summed marginal consumption benefits
from the public good (MRS) is equated to the current value of the marginal resource cost
(MRT ). When these costs and benefits occur in the second period they are discounted using
a stochastic discount factor, which, in the absence of taxes and other distortions, is the same
as the discount factor used by private investors. However, in the presence of trade taxes (and
other distortions) there are additional welfare effects when the projects impact on taxed
activities. Any reduction in tax revenue is a welfare loss that increases the marginal cost of
government spending, while the reverse applies when tax revenue rises. As a consequence
of these welfare changes, projects in one period can have welfare effects that spill over into
other time periods.

A conventional Harberger (1971) analysis is used to separate the welfare effects of each
component of the projects, where this allows us to isolate the social benefits from extra
public goods and the social costs of the tax changes made to fund their production costs.6

By doing so we obtain measures of the marginal social cost of public funds for each tax;
these are used as scaling coefficients on revenue transfers made by the government to bal-
ance its budget. For a distorting tax, each dollar of revenue raised will reduce private sur-
plus by more than a dollar due to the excess burden of taxation, where the marginal social
cost of public funds exceeds unity. When taxes are Ramsey optimal they have the same mar-
ginal social cost of public funds, where the welfare effects of the projects are independent
of the tax used.

Compensated welfare measures are then used to isolate the changes in real income from
each project, where a compensated gain is surplus real income generated at unchanged
expected utility for every consumer. They are efficiency effects that ultimately determine the
final changes in expected utility. We demonstrate this by generalizing the Hatta (1977)
decomposition to allow variable producer prices and uncertainty. It solves actual changes in
expected utility as compensated welfare changes multiplied by the shadow value of govern-
ment revenue, where the shadow value of government revenue measures the aggregate
change in expected utility from endowing a unit of real income on the economy. Since all the
income effects are included in this scaling coefficient they play no role in project evaluation
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when consumers have the same distributional weights, and when they have different weights
the distributional effects are conveniently isolated by the shadow value of government 
revenue.

Most public sector projects impact on consumption risk, where some projects are under-
taken because they provide risk benefits, while for other projects the changes in risk are side
effects. For example, governments in developing countries have frequently used commodity
price stabilization schemes to reduce consumption risk, like the rice price stabilization
scheme in Indonesia and the wool price stabilization scheme in Australia.7 We measure risk
benefits from projects by deducting the expected compensating variation (CV) from the 
ex-ante CV. The expected CV holds constant the utility of every consumer in every time
period and every state of nature. Thus, it completely undoes the impact of each project on
consumers, including changes in their consumption risk. In contrast, the ex-ante CV holds
constant the expected utility of every consumer but without holding their utility constant in
every state of nature. It is the amount of income we can take from consumers now without
reversing the changes in their consumption risk from the project. When the expected CV is
larger than the ex-ante CV consumers benefit from changes in consumption risk, while the
reverse applies when the ex-ante CV is larger.

One of the most contentious issues in project evaluation involves the choice of social dis-
count rate for public projects in economies with distorted markets. Harberger (1969) and
Sandmo and Dréze (1971) find the social discount rate is a weighted average of the pre-and
post-tax interest rates in the presence of a tax on capital income in a two-period certainty
setting. By including additional time periods, Marglin (1963a, 1963b) finds it should be
higher than the weighted average formula, while Bradford (1975) finds it should be approx-
imately equal to the after-tax interest rate. Sjaastad and Wisecarver (1977) show how these
claims can be reconciled by their different treatment of capital depreciation. When private
saving rises to replace depreciation of public capital the discount rate becomes the weighted
average formula in a multi-period setting. Others argue there are differences between private
and social discount rates when project net cash flows are uncertain. Samuelson (1964),
Vickery (1964) and Arrow and Lind (1970) argue the social discount rate should be lower
because the government can raise funds at lower risk. Bailey and Jensen (1972) argue these
claims are based on the public sector being able to overcome distortions in private markets
for trading risk.

We derive the social discount rate by including a tax on capital income in the public good
economy. This extends the analysis of Harberger and of Sandmo and Dréze where, in the
absence of trade taxes, the weighted average formula holds in each state of nature. Once
trade taxes are included, the social discount rate deviates from this formula when public
investment impacts on trade tax revenue. The derivations of the discount rate by Marglin and
Bradford are reconciled to the weighted average formula using the analysis in Sjaastad and
Wisecarver.

1.2 Concluding remarks

Financial economics is a challenging subject because it draws together analysis from a
number of fields in economics. Indeed, modern macroeconomic analysis uses general equi-
librium models with money and financial securities in a multi-period setting with uncer-
tainty. Time and risk are fundamental characteristics of the environment every consumer
faces. In recent years activity in capital markets has expanded dramatically to provide 
consumers with opportunities to trade risk and choose their intertemporal consumption.
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More and more people have become shareholders in private firms as they set aside funds for
consumption in retirement. Professional traders in the capital market perform a variety of
important services. Some gather information to find profitable investment opportunities,
where this imposes constraints on firm managers and aligns their interests more closely to
those of their investors. And by reducing trading costs they expand the aggregate consump-
tion opportunities for the economy. Others specialize in trading insurance so that consumers
can reduce individual risk from their consumption. While most finance courses focus on
private activity, which is understandable given the desire students have to either work in
private firms or as policy analysts with an understanding of how private markets function,
there are nonetheless a number of important issues that are peculiar to the evaluation of
public policy in economies with distorted markets.

This book attempts to identify fundamental principles that underpin activity in financial
markets. Starting in a certainty setting the analysis is extended gradually so that readers can
develop a framework for understanding how time and risk impact on the allocation of
resources, both in the private and public sectors of the economy. By exposing the funda-
mental economic principles in financial markets, financial economics provides a clearer
understanding of the material covered in the field of finance. For example, the capital asset
pricing model makes much more sense, and can be used in a more informed way, when it
is derived using standard demand–supply analysis. It helps us understand why consumers
all hold the same risky bundles and why they price risk identically, as well as exposing the
important role of the key assumptions made in the model.
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2 Investment decisions 
under certainty

A lot of important insights are obtained from the standard consumer problem of an individual
who maximizes utility by allocating a given amount of money income to a bundle of goods
with benefits confined to the current period. In practice, however, most goods generate
future consumption flows, and consumers regularly make choices to determine their future
consumption by trading capital goods. Houses and cars are obvious examples of goods with
future consumption flows, as are jars of honey or packets of biscuits. These goods are cap-
ital assets which, broadly defined, are goods that embody future consumption flows. They
can be purchased from current income as a form of saving, or by borrowing against future
income. Either way, they allow consumers to trade intertemporally.1

There are different ways of shifting consumption through time: some result from actions
consumers take in isolation, such as storage and other private investment activities, while
others arise from trading in the capital market. In Section 2.1 we follow the analysis in
Hirshleifer (1965) by examining storage and other private investment opportunities in an
autarky economy where consumers live in isolation on (imaginary) island economies. This
conveniently separates capital investment undertaken directly by individuals themselves
from investment made on their behalf by firms. Individuals can store goods, such as rice and
apples, for future consumption, and they can also plant rice and apple trees to produce future
consumption. Both are examples of private investment in capital assets. Additional oppor-
tunities arise when they can trade capital assets with each other in the capital market.2

The role of trade is examined in Section 2.2 by introducing it in stages. Atemporal trade
is introduced to the autarky economy where consumers exchange goods in each time period
but not over time. This first step conveniently allows us to summarize intertemporal con-
sumption choices using dollar values of expenditure in each period. It is the basis for the
standard Fisher (1930) analysis of intertemporal consumption choices over current and
future expenditure. Since consumers equate the marginal utility from spending (real)
income on each good in their bundle, the composition of the consumption bundle can be
suppressed in the analysis. Fiat money (currency) is then included to identify its role as a
medium of exchange, and we do this by initially ruling out currency as a store of value,
where the demand for currency is determined by its ability to reduce trading costs in each
time period. The final extension allows consumers to also trade across time periods in a
market economy, where some save while others borrow due to differences in their prefer-
ences, income flows and /or the rate of interest (which equates aggregate borrowing and
saving in a competitive capital market). These intertemporal transfers can be made without
affecting aggregate consumption. It only requires consumers to have different marginal val-
uations for future relative to current consumption. And there is even greater scope to trade



intertemporally when aggregate consumption can be transferred into the future through stor-
age and other forms of investment.

Financial securities play a number of important roles in market economies, one of which
is to reduce the costs of trading private property rights over resources. Most finance models
ignore these costs because they are relatively small, but that diminishes their importance,
particularly when there is uncertainty and asymmetric information between traders where
property rights are more costly to trade. In a certainty setting with complete information, 
no transactions costs, and perfectly divisible capital goods, there is no role for financial
securities. In reality, however, goods are not perfectly divisible and they are costly to move
about, and financial securities, and in particular fiat money, can dramatically lower these
costs by reducing the number of physical exchanges of goods and services. Without finan-
cial assets consumers would exchange goods numerous times before finally converting them
into their preferred consumption bundle. Since these assets provide holders with claims to
underlying real resources, they reduce the number of times goods are transferred between
consumers. When financial securities trade in a market economy we refer to it as an asset
economy.

Trading costs are introduced to the asset economy to illustrate what determines the 
optimal demand for financial securities in a certainty setting. These costs arise on atempo-
ral and intertemporal trades, where different securities play different roles in reducing them.
Fiat money is a liquid security used for relatively low-valued transactions, and is 
more widely accepted by traders. Its role as a store of value is undermined somewhat by 
the non-payment of interest on currency held for a period of time, so its primary role is as
a medium of exchange. Consumers do carry currency between periods as a form of insur-
ance when there is uncertainty, but most intertemporal trade is facilitated using financial
securities. For example, firms issue bonds and shares to fund investment, particularly 
larger investments with economies of scale. These securities specify the terms and 
conditions that govern the resource transfers through time. In practice the most significant
difference between bonds and shares, and the many other financial securities that trade, 
is the risk in their payouts. Indeed, a key role of financial securities is to facilitate trades 
over risky resource transfers, and we examine this in much greater detail in Chapters 3 
and 4. In a certainty setting, however, financial securities summarize property right trans-
fers between savers and borrowers, where savers forgo current consumption in return 
for future consumption, while the reverse applies for borrowers. In effect, the security is a
contract that specifies the terms and conditions that govern these intertemporal resource
transfers.

They also provide a mechanism for aligning (at least partially) the incentives of firm man-
agers (as agents) to the interests of their investors (the principals). The task is greatly sim-
plified when investors all have the same objective function for firms. Irving Fisher (1930)
made the important observation that consumers make their investment and intertemporal
consumption choices separately when they are price-takers. In particular, they choose
investment to maximize wealth and then choose intertemporal consumption to maximize
utility. This is referred to as the Fisher separation theorem, and it provides price-taking
firms with the simple and unanimous objective by its investors to maximize profit. We
demonstrate this theorem and consider how economic analysis is affected when it fails to
hold. The firm’s objective function is much more complicated when Fisher separation breaks
down because investment choices depend on the intertemporal consumption preferences of
its investors. Financial securities play an important role in aligning the interests of managers
with those of their investors when there is uncertainty and asymmetric information. 
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For example, ordinary shareholders generally have voting rights over the decisions taken 
by firm managers, where a shareholder, or group of shareholders, can have a controlling
interest in a firm when they hold or can influence more than 50 per cent of its shares. 
Also, specialist traders in the financial market gather information to identify profitable
opportunities when share prices deviate from their fundamental determinants. On some
occasions they purchase enough shares to change the way a firm operates by reorganizing
or replacing its existing management, by merging it with another firm, or by liquidating its
assets and closing it down entirely. That is why share prices provide important signals, not
just about conditions that affect the underlying value of goods and services that firms pro-
duce, but also about the performance of their managers. Share prices fall when traders
believe managers are performing poorly, and this acts as a discipline on them. Conversely,
managers who perform well benefit their shareholders by driving up share prices. Indeed,
share prices, and changes in them, provide important information to traders in capital 
markets.

Expected inflation in the general price level can affect capital asset values by changing
their real economic returns. These real effects originate in a number of different ways so we
start by initially demonstrating the Fisher effect in Section 2.3. It is where nominal asset
returns move with fully anticipated inflation to preserve their real returns, and it arises in a
classical finance model where all nominal variables adjust freely in frictionless competitive
markets and traders have common information. This establishes an important benchmark for
identifying the real effects of inflation when the key assumptions in the model are relaxed.
In particular, we consider heterogeneous expectations and the wealth effects from the 
non-payment of interest on currency.

Arbitrage in competitive (frictionless) markets underpins all of the popular asset pricing
models in finance. Indeed, it makes every security (in the same risk class) pay the same
expected economic return in every time period, and makes any sequence of short rates of
return consistent with the corresponding long rate of return over the same period. We
demonstrate these propositions in Section 2.4 by pricing bonds and shares, and then use
these prices to derive the Modigliani−Miller financial policy irrelevance theorems in the
presence of taxes in a two-period certainty model. This analysis is extended later in Chapters 3
and 4 to accommodate uncertainty.

2.1 Intertemporal consumption in autarky

Fisher (1930) initially showed that price-taking agents use the net present value (NPV) rule
to value capital assets when they can trade intertemporally in a competitive capital market.
Before demonstrating this we start the analysis in an autarky economy to identify where the
potential gains from trade come from in market economies. Storage and other private investment
opportunities are also examined in this section.

2.1.1 Endowments without storage

Consider an autarky economy where each consumer (h = 1, ... , H) is endowed with N non-
storable consumption goods in each time period t ∈ {0, 1}. Theyx x x Nt
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consume bundles of these goods to maximize utility 
Since each consumer effectively lives on an island their optimization problem, in the absence
of storage and private investment opportunities (and with superscript h omitted), can be
summarized as

u x xh h h( , ).0 1
3x x x Nt

h
t
h

t
h: { ( ), , ( )}= 1 …



(2.1)

With non-satiation the constraints in (2.1) binds and the equilibrium outcome is degenerate
in the sense that everyone consumes their endowments.5 Clearly, each consumer is like a
shipwrecked Robinson Crusoe (but without Friday) living on a remote island where the 
consumption opportunities are as illustrated in Figure 2.1 for one of the commodities.

At the endowment point the marginal rate of substitution between consumption of 
each good (n) tomorrow (t =1) and today (t = 0) is the inverse of the slope of the indifference
schedule, with:

where and λ0(n) and λ1(n) are the Lagrange multipliers
for the endowments that constrain consumption of each good in each time period. In the
absence of trade these multipliers are equal to the marginal utility from consuming a good
in each period, where λ1(n)/λ0(n) = 1/[1 + ρ(n)] is the personal discount factor the consumer
uses to compute the current value of good n in the second period. Without trade the discount
rate ρ(n) can differ across goods and across consumers. For example, the personal discount
rate for good b in the second period (measured in units of good n) is λ1(b)/λ0(n) =
1/[1 + ρ(b, n)], where it is possible that ρ(b, n) ≠ ρ(n). These differences signal potential
gains from trading goods within each period and across time, as consumers have different
valuations for future consumption flows. And when they do, they have different valuations
for capital assets in the autarky economy.

We can determine a consumer’s rate of time preference for each good by measuring the
personal discount rate for the constant consumption bundles along a 45 degree line through
the origin in Figure 2.1. Any deviation in the discount factor from unity along this line is solely
due to the timing of consumption, where a positive rate of time preference indicates the con-
sumer’s impatience for consuming the good, while the reverse applies when it is negative.7

u n u n x n tt t′ = ∂ ∂ ∈( ) ( )/ ( ) { , },for 0 1

MRS n
u n

u n

n

n
n1 0

1

0

1

0

6
, ( )

( )

( )

( )

( )
,= ′

′
= ∀

λ
λ

x

max u x x
x x

x x
( ) .0 1

0 0

1 1

4
0

0

− ≤
− ≤

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

–x0

uE

–x1

x1

–x = x

x0

Figure 2.1 Interemporal consumption in autarky.
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Thus, along the 45° line the discount rate is equal to the rate of time preference, but not 
otherwise (for strictly convex indifference curves).

2.1.2 Endowments with storage

Before introducing trade we look at private investment opportunities in the autarky economy
of which storage is an obvious example. Suppose one or more of the goods can be stored so
that consumers can transfer current endowments to the second period, the problem for each
consumer becomes

(2.2)

with being the quantity of each good stored. When consumers 
have standard preferences (to rule out corner solutions and non-satiation) the constraint on
future consumption in (2.2) binds, but the constraint on current consumption may not. This
is confirmed by using the first-order conditions to compute the discount factor, for each 
good (n), as

Notice how both constraint multipliers appear in the denominator when goods are storable.
In effect, second-period consumption is constrained by the endowments in both periods,
where consumers may choose to store every storable good, some of them, or none at all. The
decision is determined by their marginal valuations for these goods at the endowment point,
where two possibilities arise:

i Costless storage occurs, with if at the endowment point MRS1,0(n) > 1.
Since the constraint on current consumption in (2.2) is non-binding, we must have λ0(n)
= 0, so that MRS1,0(n) = 1 at an interior solution, with x0(n) > 0 and x1(n) > 0. This
equates the marginal utility from consuming the good in each period, as well as the mar-
ginal valuation of future consumption of all other goods measured in units of good n in
the first period, where at all n, k.

ii No storage occurs, with x̄0(n) − x0(n) = 0, if at the endowment point MRS1,0(n) ≤ 1. This
is where consumers have a higher marginal valuation for the good (n) in the first period,
and would therefore prefer to transfer some of the endowment from the second period
(or consume their endowment when MRS1,0(n) = 1).

The consumption opportunities for a storable good (n) are illustrated in Figure 2.2 by the
frontier DEF. Storage allows the consumer to trade from the endowment point E along the
segment DE of the frontier, which has slope −1 for costless storage. The good is stored when
the slope of the indifference curve at the endowment point is flatter than line DE reflecting
a higher marginal valuation for it in the second period.

Thus, storage allows consumers to exploit some of the potential gains from trade in the
autarky economy when they have higher relative marginal valuations for consuming goods
in the second period. But they cannot exploit potential gains from trade when they have
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higher relative marginal valuations for goods in the first period or when their marginal 
valuations for goods in each period differ from those of other consumers.

–x0(n)

–x1(n)

x0(n)

x1(n)

D

E

F
x0(n)

Storage

x1(n)

Figure 2.2 Costless storage in autarky.

Box 2.1 Storage: a numerical example

Brad Johnson has 400 kg of rice which he can consume today (x0) or store (z0) and consume in
12 months time (x1). He has no other income in each of the two periods and there are no stor-
age costs. When he chooses consumption to maximize the utility function ln x0 + 0.98 ln x1

Brad will consume less rice next year than today, where his optimal consumption satisfies x1
*

= 0.98 x0
*. Using the budget constraint when it binds, with x0 = 400 − x1, he chooses x0

*≈202 kg
and x1

*≈198 kg, where the difference is due to his marginal impatience for current 
consumption captured in the coefficient 0.98 in the utility function. When Brad consumes on
the 45° line his marginal rate of substitution between consumption today and next year is
MRS0,1 = 0.98 = 1/(1 + ρ), where ρ ≈ 0.02 is his marginal rate of time preference. Since he has
a higher marginal valuation for current consumption his optimal consumption choice, which is
illustrated in the diagram below at point A, lies to the right of the 45° line. Clearly, if Brad’s 
marginal rate of time preference was zero he would consume on the 45° line.

uA

x1

x0

198

45°

A
Slope = −1

Slope of uA on 45° line is −1.02

202

400

400

In reality, storage is costly due to wastage and the costs of providing storage facilities, and
these costs contract segment DE of the consumption frontier in Figure 2.2. It they are con-
stant marginal costs the segment DE of the consumption frontier gets flatter around point E,
while fixed costs shift line DE to the left.
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2.1.3 Other private investment opportunities

Consumers have other ways of converting current endowments into future consumption
goods, and they differ from storage by providing the possibility of growth. In other words,
they have private investment opportunities that convert a given quantity of current consump-
tion goods into a larger quantity of future consumption goods. To accommodate them we
define the second-period outputs for each consumer (h) as 
which are produced by inputs of current goods, with zo

h(n) =
x̄ h

0 (n) − x h
0(n) being the input of each good n at time 0. This production technology is gen-

eral enough to allow multiple outputs from single inputs and vice versa, as well as single
outputs from single inputs. But as a way to bound equilibrium outcomes, and to make them
unique for each consumer, we follow standard practice and assume the production possibil-
ity sets are strictly convex. In other words, there is a diminishing marginal productivity of
investment and no fixed costs, where the problem for each consumer becomes

(2.3)

For optimally chosen consumption (with standard preferences) the personal discount factors
for each good (n) are
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Box 2.2 Costly storage: a numerical example

When marginal storage costs are introduced into the optimization problem for Brad Johnson in
Box 2.1 above, his budget constraint contracts around the endowment point and he consumes
even less rice next year. Recall that with costless storage he consumes less rice in the second
period due to his positive rate of time preference. The effects of storage costs are illustrated 
by introducing 2 per cent wastage, so that his optimal consumption choice now satisfies 
x1

* = 0.9604 x0
*. Using the budget constraint in the presence of these costs when it binds, with

x0 = 400 − x1/0.98, he consumes x0
* ≈ 202 kg and x1

* ≈ 194 kg. This outcome is illustrated in
the diagram below at point B which is vertically below point A where he consumed previously
when there were no storage costs. There is no change in current consumption here because 
the income effect offsets the substitution effect where the change in real income falls solely on
consumption next period which falls by the storage costs of 202 × 0.02 ≈ 4 kg.
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uB
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45°

A
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Slope = −0.98
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400
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where MP( j, n) = ∂y1( j)/∂z0 is the marginal increase in the output of good j from invest-
ing another unit of good n.9 This expression is similar to the discount rate with costless stor-
age, where once again private investment opportunities raise the marginal utility of the
current endowments when they are consumed in the second period. It is captured 
here by the term in the denominator that measures the marginal valuation of the goods used
as inputs, Consumers will invest when, at the endowment point,
they have a higher marginal valuation for future consumption, with MRS1,0(n) > λ1(n)/λ0(n).

The consumption opportunity set in the autarky economy with private investment is 
illustrated in Figure 2.3 when good n is the only input used to produce itself in the second
period. You could think of it as corn planted now and harvested in the future. The non-linear
segment DE of the consumption opportunity frontier maps the extra future consumption from
private investment (with diminishing marginal productivity) onto the endowment point E.
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Box 2.3 Private investment opportunities: a numerical example

Suppose we reconsider the consumption choices made by Brad Johnson in Box 2.1 by replac-
ing storage with private investment where he can plant z0 kg of rice today and harvest y1 =
30÷z0 kg in 12 months’ time. This technology has a positive marginal product of dy1/dz0 =
15/÷z0 kg, which diminishes with investment. Now his optimal consumption choices satisfy

÷z0/15, and are solved using the budget constraints on current and future con-
sumption when they bind, with x0 = 400 − z0 and x1 = 30÷z0, where x*

0 ≈ 269 kg and x*
1≈ 344 kg.

This outcome is illustrated in the diagram below at point C where his indifference curve uC has
the same slope as his investment opportunity set when he invests Since there is a
positive marginal product from initial investment, the extra real income raises Brad’s utility above
the levels achieved through storage earlier in Boxes 2.1 and 2.2, where we have uC > uA > uB.

z0 131* ≈ kg.

0 98 0 1. ( / )* *x x =

uC

x1

x0

344 C

Slope ≈ −1.31

Investment Z*0 ≈ 131

269

600

400

Even though there is no role for financial securities in the autarky economy the analysis
has identified intertemporal consumption opportunities for individual consumers prior to
trade and isolated the source of any potential gains from trade when consumers have different
marginal valuations for goods in and between each time period.
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2.2 Intertemporal consumption in a market economy

We introduce trade into the autarky economy in this section by allowing consumers to
exchange goods in a market economy. Initially they only trade their endowments within each
time period, before eventually trading over time as well. This allows us to separate the roles
of fiat currency (notes and coins) and financial securities as mediums of exchange and
stores of value, where financial assets are used to reduce the costs of exchanging goods and
to transfer expenditure between time periods.

2.2.1 Endowments with atemporal trade

Consumers who can barter and exchange goods in frictionless competitive markets have the
same marginal valuations for each good in each time period for optimally chosen consump-
tion. But without intertemporal trade they can have different marginal valuations for goods
between time periods, in which case they will use different discount rates on future con-
sumption flows when valuing capital assets. We assume all trades within each period are at
competitively determined equilibrium commodity prices, where pt: = {1, ... , pt(N )}is the set
of relative prices for the N goods at time with good 1 chosen as numeraire. In this
economy the consumer problem can be summarized as

, (2.4)

where the market values of consumption and expenditure are 
respectively. Any combination of the N goods can be purchased in each time period, subject
to consumption expenditure being no greater than the market value of the endowments. And
with atemporal trade these constraints apply to total expenditure and not the endowment of
each good. Thus, there is a single constraint multiplier on the market value of income in
each time period, rather than a separate multiplier for each good in each period, as was the
case previously in the autarky economy.
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Figure 2.3 Private investment opportunities in autarky.



It is a unique equilibrium outcome when consumers have strictly convex indifference sets
over bundles of consumption goods, but is unlikely to be Pareto efficient. All consumers
have the same marginal rates of substitution between goods in the same time period when
they can trade atemporally in frictionless competitive markets, with

but they can have different marginal rates of substitution for goods in different time periods
when they cannot trade intertemporally, with

where are personalized discount factors on future income.10 Once consumers
exhaust the gains from atemporal trade we can reformulate the consumer problem over a single
representative commodity (income), where the indirect utility function can be solved as

(2.5)

with I = {I0, I1}. It is a maximum value function with income optimally allocated to bundles
of goods in each period. In many applications we are not interested in the composition of
these bundles, but rather in the value of consumption expenditure in each period, where the
consumption opportunities are illustrated in Figure 2.4. This is the familiar analysis used by
Fisher (1930) and Hirshleifer (1970). Clearly, consumption must be at the endowment when
goods cannot be transferred between the two periods through storage, investment opportu-
nities or trade. At this equilibrium allocation the personal discount rate on future income is
the inverse of the slope of the indifference curve at the endowment point I, and it can differ
across consumers with different endowments and preferences.

Before allowing consumers to trade intertemporally we consider the role of (fiat) money
as a medium of exchange.

2.2.2 Endowments with atemporal trade and fiat money

Governments are monopoly suppliers of fiat money (notes and coins), which has two main
roles − one is to reduce trading costs, while the other is to provide traders with a store of
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Definition 2.1 The endowment economy with atemporal trade is described by (u, ), where u is
the set of consumer utility functions and the set of current and future endowments for all 
H consumers. A competitive equilibrium in this economy is characterized by the relative commod-
ity prices and such that:

i and for all n, solve the consumer problem in (2.4) for all h;

ii the goods markets clear in each period t ∈{0, 1}, with ∑x̄ h
t (n) = ∑hxh

t
*(n) for all h.
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value (in nominal terms at least). By using currency, traders can significantly reduce the
number of costly physical exchanges of goods and services in each time period, and we
focus on this role by assuming currency cannot be used as a store of value. In other words,
any currency the government supplies to the private economy by purchasing goods is
redeemed in each period immediately after private trades are consummated. We avoid the
need for any taxes by assuming currency is costless to supply.12 Thus, there are no
resource transfers through the government budget in this endowment economy with atem-
poral trade.

We define trading costs (measured in units of numeraire good 1) for each consumer as a
constant proportion τh(n) of the market value of each good n∈N traded. They are the same
in each time period t ∈{0, 1} with τh(n) > 0 for purchases when x h

t(n) > –x h
t(n), and τ h(n) < 0

for sales when It is assumed here that they are  strictly decreasing functions
of the currency used in each period (mh

t ), where the problem for each consumer in the endow-
ment economy with atemporal trade and fiat currency is

(2.6)

with τ: = {τ (1), ..., τ (N)} being the trading costs for each good and Dt: = {Dt(1), ..., Dt(N)} the
net demands for them, where for all n at each time .t ∈{ , }0 1D n p n x n x nt t t t( ) ( )[ ( )= − ( )]
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Figure 2.4 Consumption opportunities with income endowments and atemporal trade.

Definition 2.2 The endowment economy with atemporal trade and (fiat) money is described by 
(u, x̄, m), where m is the set of total currency supplied in each time period. A competitive equilib-
rium in this economy is characterized by the relative commodity prices and such that:

i (n) and (n), for all n, solve the consumer problem in (2.6) for all h;

ii the goods markets clear in each time period t ∈{0, 1}, with ∑h (n) = ∑h (n), for all n π 1,
and ∑h x̄ t
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As noted above, there is no government budget constraint in this economy as currency is
costless to supply and no resources are transferred from consumers as seigniorage. That is
the reason why currency does not appear directly in the budget constraints in (2.6), but 
indirectly through its impact on trading costs, where the final market-clearing condition in
Definition 2.2 (ii) equates the sum of trading costs and consumption of good 1 to the aggregate
endowment of good 1.

If trading costs are minimum necessary costs of trade they do not distort equilibrium 
outcomes, even though consumers cannot equate their marginal rates of substitution for
goods in the same time period. For optimally chosen consumption in each period, we have

where the trading costs do not cancel, even when they are the same for each good, as one
may be purchased and the other sold. But if we deduct these costs from the marginal rates
of substitution by shifting them to the left-hand side of the expression above, consumers will
have the same net marginal rates of substitution for goods in the same time period. This is
a signal of efficiency in the conventional Paretian sense when they are minimum necessary
costs of trade. However, consumers can have different marginal rates of substitution for
goods in different time periods, even without trading costs, when they cannot trade inter-
temporally. This was confirmed in the previous section where, in the presence of trading
costs, we now have

Optimally chosen currency demands in each time period satisfy

Since there are no private costs to consumers from using currency in this setting they exhaust
the benefits, with ∂τ(n) /∂ mt = 0 for all n. But any quantity of (almost) perfectly divisible cur-
rency will satisfy consumers in a certainty setting where nominal prices can be costlessly
adjusted to preserve the market-clearing relative commodity prices. Thus, there is a classical
dichotomy between the real and nominal variables in the economy, where the reduction in
trading costs is independent of the quantity of currency supplied. When currency is held as a
store of value there is an implicit tax on currency holders from the non-payment of interest
which transfers real resources as seigniorage to the government budget, where fully antici-
pated changes in the supply of currency will have real effects through their impact on the
nominal rate of interest. These wealth effects are examined later in Section 2.5.

2.2.3 Endowments with full trade

In this section consumers can trade within each period (atemporally) and across time
(intertemporally), where initially goods are traded intertemporally by exchanging forward
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contracts that are promises to deliver specified quantities of goods. The analysis is extended
to an asset economy by introducing a financial security so that consumers can transfer
income between the two time periods. This allows us to compare equilibrium outcomes in
the exchange and asset economies when full trade is possible to confirm the observation by
Arrow (1953) that financial securities significantly reduce the number of choice variables
for consumers in the first period. In particular, they choose the market value of their future
consumption bundle without choosing its composition until the second period when their
securities are liquidated.

Consider the exchange economy when consumers can trade intertemporally by exchang-
ing forward contracts f h(n) for each good The buyer receives a unit of good n in the
second period for each contract purchased, with f h(n) > 0 for the buyer and f h(n) < 0 for the
seller. These contracts trade in the first period at relative prices pf: = {pf (1), ... , pf (N)}, where
the consumer problem in the endowment economy with full trade and forward contracts is

(2.7)

with f h: = {f h(1), ... , f h(N)} being the forward contracts traded.
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Definition 2.3 The market economy with endowments and forward commodity contracts is the
triplet (u, x–, f ), where f is the set of forward contracts for H consumers. A competitive equilibrium
in this economy is characterized by the relative commodity prices and and relative forward
contract prices p f * such that:

i (n), (n) and f h* (n), for all n, solve the consumer problem in (2.7) for all h = 1, ... , H;

ii the goods market clear in each time period t ∈{0, 1}, with ∑h (n) = ∑h (n) for all n, and
the market for forward contracts clears, with ∑h f h*(n) = 0 for all n.
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Optimally chosen forward contracts (for an interior solution) satisfy the first-order con-
ditions for each good n, with

p f (n) + p1 (n) = 0 ∀n, h.

In the absence of transactions costs and taxes consumers use the same discount factor
to value income in the second period, where the prices of forward contracts satisfy:

P f (n) =

Since they can now trade all goods intertemporally they have the same marginal rates of 
substitution for goods in different time periods, with

MRS1,0 (n, k) = p n

p k
n k h

f ( )

( )
, , .

0

∀

p n
n1 ( ) 1

0

λ
λ

∀ .

( / )λ λ1 0
h h

λ1
h−λ0

h



Thus, the equilibrium outcome is Pareto optimal. An implicit market rate of interest is
embedded in these pricing relationships, and we confirm this by allowing consumers to
trade ah units of a risk-free security in the first period at market price pa per unit, with ah > 0
for buyers and ah < 0 for sellers. The current value of the asset traded by each consumer is

and it has payouts in the future of where i is the risk-free inter-
est rate, and R1 = pa(1 + i) the gross payout on each unit of current income invested in the
security. Now the problem for each consumer in the asset economy is summarized in (2.5)
when income in each time period is defined as

(2.8)

In this setting consumers determine the market value of their consumption expenditure in
each time period by trading the risk-free security.
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Definition 2.4 An asset economy is a market economy with a financial security.

Definition 2.5 The asset economy with endowments is described by (u, a), where a is the set of
asset holdings of all H consumers. A competitive equilibrium in this economy is characterized by
relative commodity prices and a security price and an interest rate i* such that

i (n) and (n), for all n, and a h* solve the consumer problem in (2.8) for all h;

ii the goods markets clear in each time period t ∈{0, 1}, with and the
capital market clears, with ∑ = ∀∗

h
ha n0 .

∑ = ∑ ∀∗
h t

h
h t

h
nx n x n( ) ( ) ,

x h
1

*x h
0

*

pa
*,p1

*,p0
*

x ,

Without providing an explicit reason for using a financial security rather than forward
contracts, the two economies in Definitions 2.3 and 2.5 above are identical. Indeed, they
have identical real equilibrium outcomes where consumers choose the same consumption
bundles in each period and have the same utilities. A proper description of the economy
would require the introduction of trading costs that are reduced by trading forward con-
tracts and the financial security. Realistically, both could trade when they have different
marginal effects on these costs. Thus, the asset economy in Definition 2.5 implicitly
assumes trading costs can be costlessly eliminated by using the financial security without
forward contracts. It is certainly plausible that the financial security will reduce these
costs more than forward contracts in most circumstances. When using forward contracts
consumers trade a separate one for each good to determine the composition of their future
consumption bundle. However, when using the financial security they choose the market
value of their future consumption bundle, while its composition is determined in the
second period using the security payout. This potentially reduces the number of choice
variables in the first period from 2N with forward contracts to N + 1 with the financial
security.

Later in Chapters 3 and 4 we extend the analysis to accommodate uncertainty 
where consumers choose portfolios of securities to spread risk. Despite the additional 
security trades, however, they still have fewer choice variables in the asset economy, 
where the optimal security trade by each consumer solves the first-order condition
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pa + R1 = 0 ∀h,

where the discount factor on future income becomes λ1/λ0, = 1/(1 + i), which is the same for
all consumers.15 When the constraints in (2.8) bind we obtain the familiar net present value
rule for pricing capital assets, where wealth is the discounted present value of income, with

This allows us to summarize the consumer problem in the endowment economy with 
frictionless competitive markets as

(2.9)

The asset choice distributes income across the two periods, and is ultimately determined by
consumer preferences for the goods purchased in each period. The consumption opportuni-
ties are illustrated in Figure 2.5, where the slope of the budget constraint determines the rate
at which income can be transferred between the two periods by trading the security.

Whenever consumers save a dollar of current income their future consumption expendi-
ture rises by 1 + i dollars, while borrowing a dollar of future income raises their current con-
sumption expenditure by 1/(1 + i) dollars. The budget constraint is linear as consumers are
price-takers. When they are large in the capital market, and the interest rate rises with 
borrowing and falls with saving, the budget constraint is concave to the origin through the
endowment point. Any bundle along (or inside) the budget constraint is feasible, where 
optimally chosen intertemporal consumption expenditure satisfies
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Figure 2.5 Consumption opportunities with income endowments, atemporal trade and a competitive
capital market.



Three examples of the way consumers trade in the capital market are illustrated in 
Figure 2.5 with a saver at point S, a borrower at point B, and a non-trader who consumes the
endowment at point E. The final equilibrium outcome for each consumer is determined by
(i) the income endowments, (ii) the market rate of interest, and (iii) preferences. If the
income endowments are skewed toward the first period, or interest rates are relatively high, 
consumers are more likely to save, and vice versa.

Box 2.4 Trade in a competitive capital market: a numerical example

Earlier in Box 2.1 we looked at the consumption choices made by Brad Johnson in a two-period
setting. He has an endowment of 400 kg of rice today that could be transferred to the second period
using storage and other private investment opportunities. Now we consider his intertemporal con-
sumption choices when he can trade in a frictionless competitive capital market at a risk-free inter-
est rate of 5 per cent over the year (but without storage and other private investment opportunities).
By trading a risk-free security (a0) he can transfer rice into the second period, where the constraints
on his rice consumption in each period are x0 ≤ 400 − a0 and x1 ≤ 1.05 a0, respectively. Based on
his preferences in Box 2.1, his optimal consumption choices satisfy 0.98x*

0 = x*
1 /1.05, and they are

solved using the budget constraints when they bind, with and Thus,
his optimal demand for the risk-free security is a 0

* ≈ 192 kg of rice. This outcome is illustrated
in the diagram below at point D where his indifference curve uD has a slope equal to −1.05,
which is also the rate at which he can transfer rice between the two periods by trading the risk-
free security. Notice how current consumption is the same as it was with costless storage in
Box 2.1. Based on his preferences all the extra real income from interest received on saving is
allocated to future consumption, where his utility (uD) is higher than his utility in autarky (uA)
at point A in Box 2.1.

x1 208* ≈ kg.x0 202* ≈ kg

uD

x1

x0

208

45°

D
Slope = −1.05

202

420

400
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In a competitive capital market the interest rate equates aggregate saving and borrowing,
with Σ h S h = Σ hB h, and since saving and borrowing decisions are determined by the distri-
bution of income endowments over consumers in each time period and by their individual
preferences, they also determine the interest rate in a closed economy. A stable equilibrium
adjustment mechanism drives down the interest rate when Σ h S h > Σ hB h, while the reverse
applies when Σ hS h < Σ hB h. It seems reasonable to expect higher interest rates will raise
saving and reduce borrowing, which is what we normally observe in aggregate data, but it
may not apply for every individual consumer due to the role of income effects.

To see this, consider the effects of raising the interest rate to i1 for a consumer with stan-
dard convex preferences who initially saves at point A in Figure 2.6. The substitution effect
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unambiguously raises saving in the move from A to C. But the income effect works against
the substitution effect when current consumption is a normal good because a higher interest
rate generates additional real income at each level of saving. This moves the consumption
bundle to the right of point C onto the new budget line through E. If the income effect is
smaller than the substitution effect in absolute value terms then saving rises above its initial
level at S0, but if it is larger in absolute value terms saving falls below S0. This seemingly
anomalous case is more likely at higher initial saving S0 because the income effect is larger.
Clearly, saving always rises when current consumption expenditure is inferior, which seems
unlikely. In this setting with income endowments the necessary condition for a higher inter-
est rate to reduce saving is for current consumption expenditure to be normal, while the suf-
ficient condition is that the income effect should be larger than the substitution effect in
absolute value terms.

For a consumer who initially borrows, the higher interest rate will always reduce borrow-
ing when current consumption expenditure is normal as the income and substitution effects
work in the same direction. Borrowing can only rise in this setting when current consump-
tion expenditure is inferior. These cases can be illustrated using Figure 2.7. After the interest
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Figure 2.6 The relationship between saving and the interest rate.
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Figure 2.7 The relationship between borrowing and the interest rate.



rate rises to i1 the consumer substitutes from A to C and borrowing declines. As real income
falls the new consumption bundle must lie on the new budget constraint represented by 
the dotted line through the endowment point E. If it lies above the endowment point the 
consumer becomes a saver where borrowing unambiguously falls. But if current consump-
tion expenditure is inferior the new bundle lies below point D on the new budget constraint.
For borrowing to rise the income effect must be larger than substitution effect. But this case
seems improbable as current consumption is unlikely to be inferior.

2.2.4 Asset economy with private investment opportunities

Most consumers can determine the size and timing of their income stream in future time
periods through the labour−leisure choice and by investing in human capital. When older
consumers leave the workforce, however, they have less scope to do this and the analysis
with fixed income endowments in the previous section is perhaps more appropriate. In con-
trast, younger consumers make private investment choices that will determine the type of
labour they can supply in future years; an obvious example is education that is undertaken
to increase labour productivity. As a consequence, they are making choices not only about
the type of work they want to do, but also about the amount of wage and salary income they
want to earn in future years. There are occasions where consumers invest in education 
to achieve higher job satisfaction rather than higher wages, but we will abstract from that
issue here.

Using the production technology defined earlier in the autarky economy, the market value
of output in the second period for each consumer is which is 
produced by inputs in the first period with a market value of Once
again, we assume the production opportunity set is strictly convex, where the problem for
each consumer in the asset economy with private investment is summarized in (2.5) when
income in each period is defined as

(2.10)
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Definition 2.6 An asset economy with private investment opportunities is described by (u, y
(H), a), where y(H) is the set of private production opportunities for the H consumers. A compet-
itive equilibrium in this economy is characterized by relative commodity prices and a secu-
rity price and an interest rate i * such that

i (n), (n) and y1
h*(n), for all n, and ah * solve the consumer problem in (2.10) for all h;

ii the goods markets clear in each time period, with ∑ h x̄0
h(n) = ∑hx0

h*(n) + ∑hz0
h*(n) for all n in

the first period, ∑hx h
1 (n) + ∑hy1

h*(n) = ∑hx1
h*(n) for all n in the second period, and the capital

market clears, with ∑hah* = 0.

xh
1

*xh
0

*

pa
*

p1
*,p0

*

x ,

For optimally chosen investment we have λ0 = λ1 VMP, where VMP = 1 + iZ is the value
(at market prices) of the marginal product of capital investment; it is 1 plus the marginal rate
of return on investment (iZ). Since investors can equate their discount factors on second-
period consumption by trading in the capital market, with λ1/λ0  = 1/(1 + i), we can write the 
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condition for optimally chosen investment as VMP = 1 + i. This tells us that consumers 
maximize wealth by equating the marginal return on investment to the market rate of interest,
with iZ = i. The consumption opportunities are illustrated in Figure 2.8.

Wealth in the absence of investment is equal to the discounted present value of the endow-
ment at Since the marginal return on investment exceeds the market interest rate at the
endowment point E, with iZ > i, the consumer can raise wealth to W0 by investing Z*

0 (units
of the numeraire good). At point P * the marginal return from investment matches the market
interest rate, which is the opportunity cost. Investing beyond point P * would lower wealth
because the capital market pays a higher rate of return. The optimal consumption bundle in
the income space lies along the budget line through the production point P *, where from the
first-order conditions on the consumer problem in (2.10) we have

In this setting consumers separate their investment and consumption choices; they choose
investment to maximize wealth which they then allocate to intertemporal consumption by
trading in the capital market to maximize utility. Any other level of investment above or
below in Figure 2.9 reduces wealth by moving the budget constraint down in a parallel
fashion. In other words, investment choices have pure income effects on price-taking con-
sumers so that maximizing wealth will also maximize their utility. Examples of 
non-optimal investment choices are illustrated in Figure 2.9 by the large black dots where
the new budget constraint is the dotted line parallel to the budget line through P * which
maximizes wealth.

Investment only has income effects here because consumers are price-takers in the capital
market. This is referred to as the Fisher separation theorem (Fisher 1730), and it has important
implications for the objective functions of firms when they undertake investment on behalf
of consumers.
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Box 2.5 Private investment and trade: a numerical example

We now extend the analysis in Box 2.4 by allowing Brad Johnson to transfer rice to the second
period by planting it on his farm using the technology in Box 2.3 and trading the risk-free secu-
rity in a competitive capital market at a 5 per cent interest rate over the year. This means he has
a single budget constraint, which in present value terms is

Brad’s wealth is maximized when private investment satisfies 15/÷z0
* = 1/1.05, where z0

*≈ 248 kg
with Based on his preferences in Box 2.1, his rice consumption in each period is
chosen optimally when it satisfies 0.98x0

* = x1
*/1.05. Using the budget constraint with maxi-

mized wealth, we have and x1
* ≈ 313 kg. These choices

are illustrated in the diagram below, where wealth is maximised at point F on the investment
frontier with consumption at point E which is on a higher indifference curve uE than point D
without private investment in Box 2.4.
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2.2.5 Asset economy with investment by firms

Finally, we extend the analysis to an economy where consumers have endowments of goods
which they can trade within and between each time period in competitive markets. There are
also J firms that perform the important task of moving resources to future time periods,
where they do so at lower cost through specialization and large-scale production. To sim-
plify the analysis we will assume goods are non-storable (although storage can easily be
accommodated as a part of production) and there is no private investment by consumers. All
investment is undertaken by firms who finance it by selling securities to consumers in the
first period. In the second period they sell their output and use the proceeds to repurchase
their securities from consumers. There is no government in the economy at this stage, so the
only traders in the capital and goods markets are private agents. In many of the finance
applications we examine in following chapters very little insight is gained by including 
production. For example, when deriving prices for assets with uncertain future returns we
want to know how they are affected by risk-spreading opportunities provided in the capital
market for risk-averse consumers. By including production we allow the supply of risky
securities to change endogenously, but that adds little to the derivations of equilibrium asset
pricing equations unless it provides new risk-spreading opportunities not already available
to consumers using existing securities. Production is much more important in project eval-
uation where welfare changes depend on actual equilibrium outcomes. For that reason we
include production in the asset economy, where the consumer problem is summarized in
(2.8) when income in each period is defined as

(2.11)

where is the set of profit shares in each firm j. Production by private
firms is the only way resources can be transferred intertemporally in this economy without
storage and private investment. In its absence, savers and borrowers would be confined to
trading given resources with each other within each time period. Thus, in the asset economy
with production consumers can transfer resources atemporally and intertemporally, where
the problem for each firm j = 1, ... , J, is given by

(2.12)

with and being the market values of the securities supplied
and inputs purchased in the first period, respectively, while ajR1 = V j

0(1 + i) is the payout to
the risk-free security in the second period which is constrained by the market value of the
output produced, We invoke the no arbitrage condition by allowing
specialist firms (called financial intermediaries) to trade the risk-free security in a friction-
less competitive capital market.16 As was the case for private investment in Sections 2.1.3
and 2.2.4, the production structure for firms is general enough to accommodate multiple
inputs and outputs for each firm, and we maintain the assumption that their production
opportunity sets are strictly convex.

Optimally chosen investment in (2.12) equates the discounted value of the marginal 
product of investment to its opportunity cost, with 17 The multiplier is a
personal discount factor used by each firm j to evaluate the current value of future net cash
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flows, and this is confirmed by the first-order condition for optimally supplying the risk-free
security, where . Thus, in the absence of taxes or transactions
costs price-taking firms use the same discount factor on future cash flows, with

And since it is also the same discount rate used by consumers, the competitive
equilibrium in this asset economy with production is Pareto optimal.

A formal derivation of the Fisher separation theorem is obtained by differentiating the
consumer problem in (2.5) for a marginal increase in investment by firm j when income is
defined in (2.11), with aR1 = V0(1 + i), where the welfare change using the optimality con-
dition for the risk-free security is

In frictionless competitive markets the investment and consumption choices of individual
consumers and firms have no effect on commodity prices or the interest rate. And once
investment is optimally chosen to maximize profit, it maximizes consumer wealth and 
utility. Formally stated the theorem is ‘The investment decisions by individual consumers are
independent of their intertemporal consumption preferences.’

The crucial assumption is that of price-taking by firms and consumers, but the absence
of transactions costs and taxes is also important. Trading costs drive wedges between bor-
rowing and lending rates, and this can in some circumstances cause the theorem to fail. The
important practical implication of this theorem is that all shareholders are unanimous in
wanting firms to maximize profit. Indeed, once this objective is assigned to firms it invokes
the conditions required for Fisher separation on the economic analysis. It is much easier for
the capital market to create incentives for firm managers to act in the interests of their share-
holders when their objective is to maximize profit. Mergers and takeovers are a threat to
managers who do not maximize profit because their share prices are lower than they could
be with better management.

Figure 2.10 is the familiar analysis in Hirshleifer (1970) that is used to illustrate the Fisher
separation theorem in a two-period certainty model with production by firms. It is a natural
extension of the standard two-period analysis in previous sections, where the representative
firm j borrows capital from consumers by selling financial securities.19 These funds are
invested to maximize profit (ηj), which investors receive when the firm repurchases its secu-
rities in the second period. The representative investor h allocates the initial endowment of
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Definition 2.7 An asset economy with production by firms is described by (u, y(J), a), where
y(J) is the set of production outputs of the J firms. A competitive equilibrium in this economy is
characterized by relative commodity prices and a security price and an interest rate i *

such that:

i (n) and (n), for all n, and a h* solve the consumer problem in (2.11) for all h;

ii (n) and (n), for all n, and a j* solve the producer problem in (2.12) for all j;

iii the goods markets clear at each t∈{0, 1}, with ∑h (n) = ∑h (n) + ∑j (n) and ∑h (n) +
∑ jy1
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income to current consumption and financial securities in a number of firms (to spread risk in
an uncertainty setting). When the representative firm changes its investment decision it only
has pure income effects on the investor’s budget constraint, where the utility of every investor is
maximized when it maximizes profit, and as a consequence, its market value.

Perhaps the easiest way to see how complicated things become when the Fisher separation
theorem fails, is to consider a situation where investment decisions by individual firms
affect the market rate of interest. In particular, suppose there is a positive relationship
between them. Now the investment decision has both income and substitution effects on the
budget constraints of investors, and it is no longer clear that profit maximization is the 
unanimous choice for firms. This conflict is illustrated in Figure 2.11, where additional
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investment changes both the slope and intercepts of the budget constraints of consumers by
affecting the market rate of interest. Clearly, any consumer with consumption bundle B is
made worse off by the investment decision, while the reverse applies to a consumer with
bundle A. In circumstances like this the objective function of the firm cannot be solved inde-
pendently of the preferences of its investors, where some type of voting mechanism is
needed to trade off their competing gains and losses.

This conflict also applies more generally. Whenever a firm is able to affect the prices of
its inputs and/or outputs it can have income and substitution effects on investors when they
also consume the firm’s output or supply its inputs. By way of example, consider a single-
price monopolist whose investors consume its output. When it restricts output to make profit
by driving up the product price, its investors are made better off by the higher profit but
worse off by the higher product price. The relative costs and benefits depend on how much
capital they invest in the firm relative to the value of the good consumed. Typically we
assume investors in a single-price monopolist do not consume its product, or when they do
they consume such a small amount that price changes have a negligible impact on their real
income, where profit maximization is their unanimous objective function for the firm’s
managers.

A number of private and public institutions play an important role in supporting the Fisher
separation theorem. Publicly listed companies are threatened by mergers and takeovers that
help to align the interests of firm managers with those of their shareholders. Also, compa-
nies write contracts with managers that provide them with incentives to act in the interests
of shareholders. For example, managers are frequently required to hold a portion of their
wealth in the firm’s shares or to hold call options written on them. They also include penal-
ties for managers who do not perform. There are public regulations which specify the mini-
mum information that firm managers must provide investors with, and competition policy
is used to restrict the market power of firms. All these problems arise because investors do
not have complete information about the actions taken on their behalf by firm managers.
Traders in financial markets specialize in monitoring firms and will exploit any potential
profits from replacing managers who under-perform. As specialists they perform this 
monitoring role at lower cost than investors would incur by monitoring firm managers
themselves.

2.2.6 Asset economy with investment by firms and fiat money

There is no role for currency as a store of value in a certainty setting without trading costs
when there is a risk-free security that pays interest. Due to the non-payment of interest on
currency the opportunity cost of holding it over time is the forgone interest that could have
been earned by holding the security instead. Currency was introduced to the endowment
economy in Section 2.2.2 when it could be used as a medium of exchange to reduce costs
of atemporal trade in each time period, but not as a store of value. In practice, currency has
properties that make it a more effective medium of exchange, particularly for some trades,
than a financial security, and we captured this previously by assuming they had different
impacts on trading costs. While this explains why consumers use currency in each period, it
does not explain why they use it as a store of value when no interest is paid. Any income
transferred into the future would generate a larger consumption flow by using the risk-free
security. On that basis, consumers would use currency in each period as a medium 
of exchange but not hold it over time unless there are other benefits from doing so. In the
following analysis we overcome this problem by assuming it is too costly for consumers to
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choose different currency holdings in each period. Instead, they choose their currency holding
in the first period and carry it over to the second period.

In the asset economy with fiat money and production the consumer problem is summarized
in (2.5) when income in each period is defined as

(2.13)

The trading costs are defined here as a constant proportion of the market value of the net
demands for goods, and are measured in units of good 1. They can differ across goods but
are the same for sales and purchases, and are assumed to be decreasing functions of cur-
rency demand (m0) in the first period. When consumers exchange goods for currency the
government collects resources in the first period that it can spend, where G h

t is the share of
the value of government spending apportioned to each consumer h at each Total
government spending in each period is Gt = ∑h pt g h

t , with being the
goods allocated to consumer h at each t ∈{0, 1}. Thus, the market value of the net demands
for goods in this setting in each period is We also allow the govern-
ment to trade in the capital market, where V g

0 = paa g
0 is the value of the risk-free security it

holds, with when it saves and when it borrows. In the first period the 
constraint on government spending is G g

0 +V g
0 =m g

0 , while in the second period it is
Using the second-period constraint we can solve the value of the security

traded by the government, as V g
0 = (G1+ m g

0)/(1 + i), where its budget constraint in present
value terms becomes

(2.14)

In the second period the government collects seigniorage of on the currency issued in
the first period, and it is returned to consumers as government spending. In other words, the
outputs the government produces are provided at no direct cost to consumers. They pay 
indirectly through the implicit tax on their currency holdings. We simplify the analysis by
assuming firms do not use currency, where this leaves the problem for each firm j in (2.12)
unchanged, and we make currency the numeraire good so that all prices are measured in
money terms (which for convenience is referred to as dollars).
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Definition 2.8 An asset economy with fiat money and production by firms is described by 
(u, y(J), a, m). A competitive equilibrium in this economy is characterized by relative commod-
ity prices p0 , and p*

1 , a security price p *
a , and an interest rate i* such that:

i (n) and (n), for all n, and ah* solve the consumer problem in (2.11) for all h;

ii (n) and (n), for all n, and a j* solve the producer problem in (2.12) for all j;

iii the goods markets clear at each t ∈{0, 1}, with ∑h (n) = ∑h (n) + ∑j (n) and ∑h (n) +
∑jy j*

1 (n) = ∑hx1
h*(n) for all n, and the capital market clears with ∑ ha h* = ∑ ja j *.
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A number of interesting issues arise when a financial security and currency can both be
used by consumers to reduce trading costs. We assume the trading costs in both periods are



reduced by using currency, while the risk-free security only reduces trading costs in the
second period. The optimality condition for the security trade by each consumer is obtained
from (2.13) as

with ∂τ0(n)/∂V0 = 0 and ∂τ1(n)/∂V0 < 0, for all n, while the optimal currency demand solves

with ∂τ0(n)/∂m0 < 0 and ∂τ1(n)/∂m0 < 0 for all n.21 Notice that the condition for the optimal secu-
rity trade above can be rearranged to provide a personal discount rate that will differ across 
consumers when they have different marginal changes in trading costs, with

(2.15)

An obvious implication of this is that consumers will not value capital assets in the same
way in these circumstances. The widely used equilibrium asset pricing models, which we
examine in Chapter 4, assume there are no trading costs. But they have to be included to
explain the demand for currency and the separate but related role for using financial secu-
rities rather than forward contracts. Indeed, financial securities are a less costly way to sum-
marize the property right transfers when consumers trade intertemporally. A financial
security that transfers income between the two periods is preferable to forward contracts
because only one asset is exchanged (in a certainty setting), whereas a number of forward
contracts are exchanged for goods and they must specify the quality, time and quantity of
each good to be traded in the future. Thus, there are transactions costs benefits from using
the risk-free asset which are likely to drive wedges between the discount rates consumer use
to evaluate future consumption flows. As noted earlier in Section 2.2.2, however, the 
equilibrium allocation will still be Pareto efficient when the trading costs are minimum 
necessary costs of trade.

It is possible to confirm the proposition made earlier that, in the absence of trading costs,
consumers will not hold currency as a store of value by solving the discount rate in (2.15)
using the first-order condition for the security trade, with ∂τ1/∂V0 = 0, as λ1/λ0 = 1/(1 + i),
where the first-order condition for currency becomes λ1/λ0 < 1.22 Since no interest is paid on
currency, consumers can always increase their utility by allocating resources to the risk-free
security rather than currency.

If we follow conventional analysis and assume trading costs are unaffected by the 
financial security the discount factor in (2.15) becomes λ1/λ0 = 1/ (1 + i), where the optimal
currency demand solves
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This expression has a familiar interpretation because the left-hand side measures the pres-
ent value of the marginal benefits from using currency as a medium of exchange, while the
right-hand side is the present value of the opportunity cost, which is the forgone interest on
the risk-free security. Once interest is paid on currency it becomes a perfect substitute for
the security in a certainty setting. In much of the analysis in later chapters we assume there
are no trading costs, which necessarily eliminates money from the asset economy. We do this
to focus on the effects of taxes and firm financial policies on the capital market. The analysis
in this section provides us with a way to think about how results in following sections may
change when trading costs are included.

2.3 Asset prices and inflation

Asset prices change when inflation affects their expected real returns. Governments deter-
mine nominal price inflation in their economies by controlling the rate of growth in the
nominal money supply. Money prices do not change over time if the money supply grows at
the same rate as money demand.24 However, it is not a trivial task for governments to match
these growth rates, particularly when there is uncertainty about future outcomes. Money
demand can be quite difficult to determine, especially in periods when there are large real
shocks in economic activity. For example, the effects of large increases in the price of oil
will depend on whether they are expected to be persistent or transitory, and are difficult to
predict because people adjust to them over time. Moreover, governments have direct control
over fiat money (notes and coins), but not broadly measured money, which includes cheque
and other interest-bearing deposit accounts issued by both public and private financial inter-
mediaries. Most governments control the broad money base by adjusting the quantity of cur-
rency on issue and by regulating the liquidity ratios of the assets held by financial
institutions who create non-fiat money. They also intervene in bond markets to change interest
rates when, in the absence of capital controls, domestic and foreign bonds are not perfect
substitutes.

At the present time most developed countries have annual rates of general price inflation
around 2−3 per cent. The rates of inflation are much higher in some developing countries,
as they were in many developed countries during the 1970s and 1980s. There are costs and
benefits of inflation. Some costs arise from the interaction between inflation and the tax
system, while others arise from the income redistribution that takes place when inflation
causes relative prices to change due to rigidities in nominal variables. For example, 
consumers with fixed money incomes lose from higher goods prices, while governments
benefit from collecting revenue as seigniorage from the non-payment of interest on 
currency.

This section examines the way general price inflation affects current asset prices. To moti-
vate the following analysis, consider a risk-free security that pays a nominal net cash flow 
in the second period of R1 when the (expected) rate of inflation is π. In an economy with
frictionless competitive markets its current price is

(2.17)

where i is the nominal risk-free interest rate. Clearly, this asset price will not change with
higher inflation when the nominal interest rate rises sufficiently to hold the real interest 
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rate (r) constant.25 In other words, if R1 and 1 + i both rise at the expected rate of inflation
there is no real change in the current value of the asset. If we assume, for the moment at
least, that the net cash flows rise at the inflation rate, the change in the asset price will be
determined by the way the nominal interest rate changes. This is confirmed by using the
identity that defines the relationship between the nominal and real interest rates:

(2.18)

If the inflation rate is expected to rise we have the following possibilities:

i the nominal interest rate can rise with an unchanged real interest rate, where this leaves
the asset price in (2.17) unchanged;

ii the nominal interest rate can stay constant and the real interest rate falls, where the asset
price in (2.17) rises due to the lower opportunity cost of time;

iii the nominal and real interest rates can both change when the nominal rate rises by less
than the inflation rate, where the lower real rate causes the asset price in (2.17) to rise,
but by less than it would have with an unchanged nominal interest rate.

2.3.1 The Fisher effect

Ultimately the relationship between the nominal interest rate and the expected rate of inflation
will depend on the way the economy adjusts to expected inflation. Consider a partial equilibrium
analysis of the effects of higher expected inflation in the capital market, illustrated in Figure 2.12.
In a two-period certainty setting there is single risk-free interest rate that is common to all
financial securities in a frictionless competitive capital market. Aggregate saving (S) rises
with the real interest rate because it is the opportunity cost of consuming now rather than
later, while aggregate investment (Z) demand falls with the real interest rate because it is the

1 1 1+ ≡ + +i r( ) ( ).π

i, r

Z, S

Z(r)

S(r)

r1

i0 = r0

Z0 = S0S1 I1

Excess demand

Capital market with certainty

Figure 2.12 The Fisher effect.
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cost of capital. In the absence of inflation, demand and supply are equated by the market-clear-
ing nominal interest rate i0, which is equal to the real interest rate r0. Now suppose all 
borrowers (who sell financial securities) and savers (who purchase them) expect general
price inflation over the next period at rate π1. If, by way of illustration, traders in the capital
market do not revise the nominal interest rate (so that i0 stays constant), then from (2.18) the
real interest rate declines to r1. This creates an excess demand for capital as borrowing rises
and saving falls, thereby exerting upward pressure on the nominal interest rate which con-
tinues to rise until the real interest rate returns to r0 where investment demand is once again
equal to saving. On that basis, the nominal interest rate rises to keep the real rate constant
and preserve capital market equilibrium.

This important result is referred to as the Fisher effect, where, from (2.18), we have

(2.19)

It holds in a classical finance model when the following conditions prevail:

i All nominal variables in the economy (including money wages, prices and the nominal
interest rate) adjust freely in competitive markets.

ii Agents have homogeneous expectations about the rate of inflation.
iii There are no wealth effects in the money market
iv There are no taxes.

In this setting correctly anticipated changes in the nominal money supply will have no
real effects as all nominal variables adjust to preserve the real economy. It holds in the asset
economy with fiat money and production in Section 2.2.5 when the government pays interest
on currency. Consider the consumer problem in (2.5) where the budget constraints in these
circumstances are defined as

When trading costs are unaffected by the financial security, we know from (2.15) that the
constraint multiplier on consumption in the second period becomes λ1 = λ0/(1 + i), which
allows us to rewrite the consumer problem as

Whenever the government increases the supply of currency in the second period all nomi-
nal prices rise by the same proportion as the money supply, and nothing real happens
because the Fisher effect in (2.19) holds.27 Thus, the present value of the second-period
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endowments trading costs τ1D1/(1 + i) and government spending G1/(1 + i) are
unaffected by the change in inflation. Neither is the profit share in each firm j:

where p1 and 1 + i both rise at the same rate. Since nothing real happens to the consump-
tion opportunity sets of consumers, they choose the same bundle of goods in each period
and get the same utility. It means anticipated changes in the money supply have no real
effects in these circumstances. However, there is empirical evidence from some countries
that nominal interest rates will rise with the rate of inflation over a long period of time.
And this happens in economies where nominal interest payments are subject to distorting
taxes so that the tax-adjusted Fisher effect needs to be even higher.28 However, it is
unlikely to hold in the short term or in economies where the conditions above do not
apply. The most useful aspect of this analysis is that it provides a way of understanding
what factors determine the real effects of expected inflation outside the classical finance
model.

We now consider what happens when the first three conditions in the classical model out-
lined above are relaxed. The role of taxes will be examined in more detail in later chapters.
If there are rigidities in more than one nominal variable in the economy then inflation can
have real effects that will cause the Fisher effect to fail. In a Keynesian macroeconomic
model with rigid money wages, monetary policy has real effects by altering the real wage and
employment. Suppose a minimum wage leads to involuntary unemployment in the economy
where an increase in the rate of growth in the money supply can raise aggregate output by
pushing up the nominal prices of goods and services and reducing real wages.29 Clearly, this
stimulus in activity will be reversed when minimum wages are later adjusted to preserve them
in real terms.30 Any resulting changes in capital asset prices are determined by equilibrium
adjustments to the relative prices of goods and services and the real interest rate, which can
be estimated by using a computable general equilibrium model of the economy.

When agents form different expectations about the rate of inflation they expect different
real interest rates, and this impacts on the capital market. By way of illustration, suppose
borrowers expect a higher rate of inflation than do savers, with πB > πS. Since both face a
common nominal interest rate when negotiating security trades, they must have different
real interest rates which are solved using (2.18) as:

(2.20)

with rB < rS. This difference means borrowers are prepared to raise the nominal interest rate
more than savers require to preserve their real return. The equilibrium nominal interest rate
simultaneously raises the real return to savers and lowers the real cost of capital for
investors, where the implicit interest rate subsidy is illustrated in Figure 2.13.

The lower real interest rate for borrowers causes capital asset prices to rise in the first
period. Clearly, the reverse applies when savers expect a higher rate of inflation because they
would want the nominal interest rate to rise more to preserve their real return than borrowers
could afford to pay. This would act like an implicit tax on the capital market by driving down
the equilibrium level of investment and saving.31
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2.3.2 Wealth effects in the money market

Changes in the rate of inflation have wealth effects when no interest is paid on currency. The
private cost of holding currency is the nominal interest rate forgone on interest-bearing
assets (with the same risk as currency). There are two components to this opportunity cost −
one is the real interest return on bonds, while the other is the loss of purchasing power of
currency due to inflation. If, as is normally the case, the social marginal cost of supplying
currency is less than the nominal interest rate, then the non-payment of interest will impose
a welfare loss on currency holders. In effect, they face a tax equal to the difference between
the nominal interest rate and the marginal production cost which imposes a welfare loss on
them. And this loss increases when higher expected inflation pushes up the nominal interest
rate and reduces currency demand even further. Thus, changes in expected inflation have
real effects on consumers that undermine the Fisher effect.

This welfare loss from the non-payment of interest on currency is illustrated in Figure 2.14,
where the aggregate demand (md) for and supply (ms) of real money balances are defined
here as the nominal value of the notes and coins held by consumers divided by the consumer
price index (CPI). For illustrative purposes we assume the marginal social cost of supplying
currency (mcs) is zero. In practice, however, it is positive but much smaller than the nomi-
nal interest rate. Initially the nominal interest rate i0 equates money demand and supply,
where the CPI is expected to rise at the same rate as the nominal money supply (broadly
defined) in the next period of time.

Real money demand is determined by the marginal benefits consumers get from using 
currency, which for the most part is determined by the amount it reduces their trading costs as a
medium of exchange and is therefore an increasing function of real income (y). Consumers max-
imize utility by equating their marginal benefits from using currency to the nominal interest rate,
where the welfare loss is the cross-lined triangular region in Figure 2.14; it is a dollar measure of
the forgone benefits due to the non-payment of interest. Currency holders are left with consumer

Z, S

Z(r)

S(r)

rS

r0
rB

Z0 = S0

πS < πB

i, r
Capital market

Figure 2.13 Different inflationary expectations.



surplus of i0c a, while the vertical-lined rectangle (i0a m00) is revenue collected by the govern-
ment as seigniorage; it is inflation tax revenue in i0ab r0, plus revenue from not paying real inter-
est on resources obtained with currency in r0b m00.

A simple example will illustrate how revenue is transferred to the government budget as
seigniorage. Suppose the nominal interest rate is 15.5 per cent (i0 = 0.155) when the
expected inflation rate is 10 per cent (π = 0.10). From (2.18) we find the real interest rate is
5 per cent in the circumstances. Imagine the Central Bank prints a $100 bill that the govern-
ment uses (at time 0) to purchase corn from private traders at a money price of $1 per kilo.
It plants this corn at time 0 and uses the harvest at time 1 to redeem its liability to currency
holders by selling them corn with a value of $100 when the money price of corn is expected
to be $1.10 per kilo. The revenue transfers in the second period are summarized in 
Table 2.1.

i0

r0

m0

i, r
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md(i, y)

mS

Currency market

0

b

c

a

Figure 2.14 Welfare losses in the money market.
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Table 2.1 Revenue collected by the government as seigniorage

The government harvests gross revenue of
$115.50 when the price of corn per kg is $1.10: $115.50 (105 kg)
Less corn sold by the government to redeem its $100 bill at time 1: $100 (90.91 kg)
Seigniorage: $15.50 (14.09 kg)

We assume there is a (constant) 5 per cent real return from planting corn, so that 100 kg
grows into 105 kg over the period. In the absence of inflation the government would have to
sell 100 kg of corn to redeem its $100 bill and would collect $5 of seigniorage as the real
return on investment (5 kg). But with 10 per cent price inflation it only has to sell 90.91 kg
of corn at time 1 to redeem its $100 bill, collecting $15.50 of seigniorage with a real value
of 14.1 kg. This includes $10 inflation tax revenue as well as the $5.50 real return on capital.
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The welfare loss from higher expected inflation can be formally derived for the asset
economy with currency and production in Section 2.2.5. We do this by aggregating con-
sumer preferences using the individualistic social welfare function (W) of Bergson (1938)
and Samuelson (1954), with

(2.21)

where v: = {vl, ... , vH} is the set of indirect utility functions for consumers. By totally 
differentiating this welfare function, we have
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Box 2.6 Seigniorage in selected countries

Based on data reported by the International Monetary Fund (IMF) we obtain crude estimates of
(gross) seigniorage as a proportion of GDP for the year ending December 2005 in the following
countries. Notice how countries with relatively high nominal interest rates due to higher rates of
inflation, such as Brazil, the Philippines and Zimbabwe, raise more seigniorage as a percentage of
the GDP. In contrast, Japan raised (almost) no seigniorage in the calendar year 2005 because the
nominal interest rate was zero. This is consistent with the Friedman rule that makes the optimal
rate of inflation (ignoring distortions in other markets and the marginal cost of printing currency)
negative and equal to the real interest. By driving the nominal interest rate to zero it eliminates the
implicit tax on currency holders, and the government collects no revenue as seigniorage.

Country Currency/GDP (%)a Interest rate (%)b Seigniorage/GDP (%)

Australia 4.76 5.5 0.26
Brazil 11.77 19.12 2.25
Canada 3.37 2.66 0.09
China – Mainland 34.46 3.33 1.15
China – Hong Kong 20.55 4.25 0.87
France 6.44 2.15 0.14
Germany 7.10 2.09 0.15
India 16.75 6.00 1.00
Indonesia 9.88 6.78 0.67
Japan 23.21 0.001 0.00
Malaysia 11.46 2.72 0.31
New Zealand 3.36 6.76 0.23
Philippines 10.64 7.314 0.78
Russian Federation 13.70 2.68 0.37
Singapore 12.04 2.28 0.27
Switzerland 10.93 0.63 0.07
Thailand 11.49 2.62 0.30
United Kingdom 3.49 4.70 0.16
United States 6.26 3.21 0.20
Zimbabwe 9.97 540.00 53.81

Source: International Financial Statistics On-line database, International Monetary Fund, for the year ending
December 2005.
a Currency is measured using reserve money reported in data series (14) while GDP is measured using series (99b).
b The interest rate is the money market rate reported in series (60b) except in France and Zimbabwe, where we
use a bank rate which is lower than the money market rate in other countries.



with being the distributional weight for each consumer h, which measures
the change in social welfare from marginally raising their wealth. In a conventional
Harberger (1971) analysis consumers are assigned the same weights, with for all h,
where a dollar measure of the change in social welfare is

with and The changes in aggregate income are obtained by
summing consumer budget constraints in each time period, applying the first-order condi-
tions for consumers and firms, and using the market-clearing conditions for the goods, cur-
rency and capital markets, where the dollar change in social welfare from marginally raising
the rate of growth in the money supply becomes

(2.22)

with being the market value of the net demand for goods at each time 
t ∈{0, 1}. There is good intuition for this welfare change. A marginal increase in the money
supply raises the nominal interest rate and reduces the private demand for currency. This ex-
acerbates the welfare loss from the non-payment of interest on currency by the present value
of the tax burden i/(1 + i) multiplied by the change in the demand for currency

We are now in a position to illustrate the welfare effect from changes in the expected rate
of inflation. Suppose the government announces it will increase the rate of growth in the
money supply (relative to money demand) over the next year. When the private sector
believes the announcement, there are economic effects in both time periods:

i At time 0. Once traders expect a higher inflation rate the nominal interest rate rises to
maintain equilibrium in the capital market. Currency holders respond to the higher nom-
inal interest rate by reducing their demand for currency, where the excess supply of real
money balances is eliminated by an immediate jump in the general price level. This
exacerbates the welfare loss from the non-payment of interest on currency, which is
spread across the real economy through resulting changes in private activity. This loss in
wealth is illustrated as the cross-lined rectangle in Figure 2.15. It is larger for more inter-
est-elastic money demand and a higher initial nominal interest rate. In any case, it will
cause the Fisher effect to fail when the real interest changes.

ii At time 1. When the anticipated increase in the nominal money supply takes place it
raises the general price level at the same rate. Thus, over the two periods, prices rise pro-
portionately more than the nominal money supply due to the price jump in the first period.

Bailey (1962, pp. 49−53) formalized this wealth effect in a macroeconomic model of the
economy. In its purest form, the classical model breaks down when no interest is paid on
currency. A large literature looks at the feasibility of allowing private currencies to trade.
Opponents raise concerns about the potential default problems that could cause bank runs
and lead to financial crises, while those in favour argue there are incentives for private
providers to coordinate them and to maintain the integrity of their currencies as a way to
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attract traders to use them. In a competitive environment there is pressure to pay interest on
currency. And this can be done by dating notes and coins when they are issued and agreeing
to pay holders interest at specified time periods during the year. Between these times traders
negotiate discounts on trades made with currency as compensation for accrued interest.
Indeed, this practice could be implemented by embedding  computer chips in notes and
(possibly) coins to record accrued interest and compute any discounts on trade between
interest payments. Many supporters of private currency argue it removes the incentive for
governments to use inflation as a hidden tax on consumers to finance their expenditure. But
in recent times most governments have maintained low rates of inflation to minimize its
adverse real effects on the economy, and this has mitigated, at least partially, the attraction
of private currency.35

In summary, the way expected inflation affects capital asset prices depends on the real
effects it has on the private economy. If the Fisher effect holds then changes in the expected
rate of inflation will not affect current asset prices, and it does so in a classical macroeconomic
model where financial variables are a veil over the real economy. Any anticipated changes
in the money supply have no real effects in this setting. Even though it does not provide a
realistic interpretation of what happens in practice, especially in the short term, it does
establish the conditions for it to hold. Then, by relaxing them, we can determine how
changes in expected inflation might impact in the real economy.

2.4 Valuing financial assets

Most financial securities have cash flows in a number of future time periods. To compute
their values we need to know their size and timing, and then discount them for the opportu-
nity cost (of time and risk). While the analysis in previous sections is undertaken in a 
certainty setting with two time periods, we will refer to expected future values here in prepa-
ration for the inclusion of uncertainty in the next chapter. The analysis is undertaken by
extending the asset economy in Definition 2.7 to an infinite number of time periods and
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Figure 2.15 Welfare losses from higher expected inflation.



Investment decisions under certainty 49

requiring the market-clearing conditions to hold in each of them.36 The consumer problem
in this infinite time horizon economy can be summarized as:

(2.23)

with I = {I0, I1, ... , I8}. When consumers can trade in frictionless competitive markets 
they will use the same discount factors to evaluate future cash flows,
where it is the interest rate on a long-term security that matures at time t. With 
standard preferences (to rule out non-satiation) we can write their budget constraints
in (2.23) as

where the current price of any security k becomes

(2.24)

with being the (expected) payout to the security at time t. The long-term interest 
rates used in the discount factors are geometric means of the (expected) short-term interest
rates in each period. The relationship between them is examined in the next section.38

2.4.1 Term structure of interest rates

Consider security k when it has a single expected payout of at the end of period 2, where
its market value is

with i1 being the short-term interest rate for the first period, and the (expected) short-term
interest rate for the second period. The term structure of interest rates describes the relation-
ship between these spot rates and the long-term interest rate over the two-year period (i2).
Ideally, it would be the term structure for another security with the same risk as the payouts
on security k, but since it is unlikely that such a security will trade with enough different
maturity dates to extract a full set of spot rates (especially when there are more than two time
periods), we use the term structure of interest rates for government bonds and adjust the spot
rates in each period for the risk in asset k.

If the expectations hypothesis holds, we can use the long-term interest rate (i2) in place of
the two spot rates, where the value of security k becomes:
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There are two ways to carry a dollar forward over the two periods − one is to purchase a
long-term security with a single payout at maturity, while the other is to purchase a short-
term security in the first period and then to roll the payouts over into another short-term
security in the second period. These alternatives generate the cash flows of (1 + i2)2 in the
case of one long-term security and in the case of two short securities. When
they are perfect substitutes (with the same risk), arbitrage in frictionless competitive markets
equates their payouts:

This is the expectations hypothesis where expected returns on combinations of short-term
securities are the same as the returns on the long-term securities over the same time period.
The long-term interest rate is the geometric mean of the short term interest rates,

and it differs from the arithmetic mean of the short rates,

due to the compounding effect of interest paid on interest in the second period.
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Box 2.7 Differences in geometric and arithmetic means: numerical examples

The difference between the geometric mean and its arithmetic approximation for a two-period
bond is illustrated by the following numerical examples. With consecutive short-term interest
rates of 6 per cent and 5 per cent, respectively, the geometric mean is approximately 0.00118
percentage points lower than the arithmetic mean. It is 0.00122 percentage points lower for the
lower consecutive short rates of 3 per cent and 2 per cent, respectively.

i1 1 ī2 i2 i 2
A

0.06 0.05 0.0549882 0.055
0.03 0.02 0.0249878 0.025

The yield curve reported in the financial press summarizes the term structure of interest rates
for government bonds. Since long-term bond yields are approximately equal to the average of
the expected spot rates in each period, the shape of the yield curve tells us how short-term rates
are expected to change over time. This is illustrated by the three different yield curves in 
Figure 2.16. Spot rates are expected to decline along yield curve (a) and rise along yield 
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curve (c), while they are constant for the flat term structure along yield curve (b). Exogenous
shocks to the economy, such as changes in monetary policy and oil price shocks, shift the yield
curve, which provides us with information about changes in the expectations of market traders.

Since long-term bond yields are known at the time the bonds trade, they contain forward
spot rates that solve

with 1 f2 being the forward spot rate in the second year. Since we observe i1 and i2 we can
compute 1f2. Then, by taking the average annual yield for a three-year bond from the yield
curve we can compute the forward spot rate in the third year, and so on until we obtain a
complete set of forward rates. When the expectations hypothesis holds, these forward spot
rates are equal to the expected spot rates in each period:

This justifies the use of long-term interest rates in the present value calculation in 
(2.24). When the net cash flows on security k contain more market risk than the net 
cash flows to government bonds, a risk premium is included in the discount factors using 
an asset pricing model similar to those considered later in Chapter 4. If the expectations
hypothesis fails to hold the current price of any security k is computed using the expected
spot rates:
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Figure 2.16 Yield curves for long-term government bonds.



Empirical studies test the expectations hypothesis by regressing expected spot rates on the
forward rates embedded in long-term bond yields:

Typically, past spot rates are used as measures of expected future spot rates on the assump-
tion that investors’ expectations are on average correct, where the hypothesis holds when α = 0
and β = 1. Tease (1988) finds support for the expectations hypothesis using Australian data,
while there is little support for it in overseas data. Some argue the failure of the hypothesis
is evidence of a liquidity (risk) premium in long-term bond rates as they are costly to trade
in periods prior to maturity. When it does fail to hold we can use empirical estimates of the
expected short rates from these studies as the discount rates in the pricing equation in (2.25).

2.4.2 Fundamental equation of yield

In a frictionless competitive capital market capital assets must be expected to pay the same
economic rate of return as all other assets in the same risk class in every period of their lives.
This important relationship underpins the present value calculations used to compute asset
prices. Economic income in any period of time measures the change in wealth. It is a meas-
ure of the potential consumption flow the initial capital will generate for the asset holder,
and it can be a cash or direct consumption flow plus any capital gain. We derive the equa-
tion of yield by computing the expected price of capital assets in each future time period.
Consider an asset which pays a stream of expected net cash flows at the end each year up to
year T. Its current price (at t = 0) can be decomposed (with subscripts a and k omitted) as

where represents the expected market value of the potential consumption flow the
security would fund in the second period. The current price sells at a discount on this payout
to compensate the asset holder for time (and risk). In a similar fashion we can write the
expected price of the asset at the end of each subsequent period as

In the absence of any further net cash flows beyond time T, the asset is expected to have no
value at that time, with pT = 0. By substituting these prices back down the chain we obtain
the asset price in (2.25), and this becomes the pricing equation in (2.24) when the expectations
hypothesis holds. Thus, between all adjacent time periods {t − 1, t} we must have

which can be rearranged as the equation of yield,
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(2.26)

with being the expected capital gain when the asset price rises. It is also
referred to as the holding period yield, and is a very useful relationship for understanding
how asset prices change over time, where some rise, others fall and others stay constant. In
every time period the expected economic income per dollar of capital invested
in the asset (p–t−1) is equal to the expected rate of return on all other assets in the same risk
class. Whenever investors sell security k and use the funds to pur-
chase assets in the same risk class until p–t−1 declines. Conversely, its price rises when
investors expect because it pays a higher expected economic rate of
return than other assets in the same risk class. In a frictionless competitive equilibrium we
must have which is the no arbitrage condition where all profits are
eliminated from asset prices.

To see how this relationship is useful in providing insight into the way asset prices
change, consider four different payouts over the period from t−1 to t:

i In periods when there are no net cash/consumption flows the asset price must
rise at the risk-adjusted rate of return for all assets in the same risk class, with

For example, shares that pay no dividends must be expected to pay cap-
ital gains at this rate to stop shareholders selling them. Also, the value of wine stored in
an unused space must be expected to rise at the expected return on all other assets in
the same risk class. The relationship determines when trees planted for commercial
timber should be cut down or when to extract oil or other minerals from the ground.
While the trees continue to grow at a rate that generates additional timber in the future
with a market value greater than the opportunity cost of funds plus any opportunity cost
from using the land they are growing on, they are left standing. Once the growth in the
value of the extra timber falls below this hurdle the trees are cut down. The same rule
determines the optimal time to extract oil and other minerals.39 There is a private incen-
tive to delay current consumption when doing so raises future consumption by more
than the opportunity cost of time and risk for assets in the same risk class.

ii Assets must be expected to have net cash or direct consumption flows that
yield an expected economic return sufficient to cover the opportunity cost of capital,
with The most obvious example is perhaps a bank deposit which pays
market interest in each time period.

iii There are many investments that require cash outlays in the early years followed
by expected revenues in future years. Mining companies search for oil and other 
minerals for a number of years before discovering anything, while information technology
firms allocate resources to research and development for long periods of time to
develop computing software and other products. Sometimes they have negative net cash
flows in these periods, but their share prices must be expected to rise at a greater rate
than the return on all other assets in the same risk class, with to 
provide shareholders with the necessary economic return to hold their capital in these
firms.

iv Cars and white goods are common examples of depreciating assets with prices
that fall over time. They must have large enough cash flows to offset these capital losses
and pay the same economic return as all other assets, with This example
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provides an ideal opportunity to derive the user cost of capital for firms by rearranging
the equation of yield in (2.26):

(2.27)

where is the rate of change in the value of the asset over the period. It is
the forgone expected return on all other assets in the same risk class (t−1it) less the rate
of capital gain For depreciating assets measures the rate of economic
depreciation that must be recovered from the net cash flows to preserve each dollar of
wealth invested in the asset. Most governments examine the way their policies impact
on the user cost of capital in each sector of the economy to determine how they affect
private investment. Some implement policies, including, for example, tax reform and
accelerated depreciation allowances, to reduce the user cost of capital and raise invest-
ment. Tax reform that reduces the excess burden of taxation can lower the used cost of
capital in every sector, while accelerated depreciation allowances are targeted at 
specific activities and are therefore likely to cause efficiency losses.
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Box 2.8 The equation of yield: a numerical example

Sunscreen Ltd is a publicly listed company whose current share price is $15. It produces
awnings, roller shutters and shade sails. If, in the absence of taxes and transactions costs, traders
expect the economic earnings per share (EPSk) over the next year to be $1.80, then by the equa-
tion of yield all other shares in the same risk class (k) must pay a rate of return of

Moreover, when they expect the dividend yield to be 8 per cent at the end
of the next year they must also expect the share price to rise by 4 per cent:

with Financial analysts use measured earnings per share and informa-
tion about the revenue and costs of Sunscreen over the period to estimate economic earnings per
share. Those with better information than the market can make profits by trading the shares.

p p pk k k= + =∆ $ . .15 60

∆ p EPS DIVk k k= − = − =1 80 1 20 0 60. $ . $ . ,

i EPS pk k k= =/ . .0 12

2.4.3 Convenient pricing models

Two pricing models are frequently used for making simple rule-of-thumb calculations. They
are perpetuities which pay a fixed annual net cash flow in perpetuity, and annuities which
pay a fixed annual net cash flow over a defined number of years. When shares are expected
to pay a stable stream of dividends in the future we can approximate their value by using the
pricing equation for the perpetuity. The present value of a security that pays a constant 
nominal net cash flow of at the end of each year in perpetuity is

(2.28)

where i is the average annual yield on a perpetual government bond. If there are no government
perpetuities we can use the average annual yield on a 50-year bond as a close approximation.
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This pricing relationship is confirmed by noting that pp is the amount that would have to be
invested for ever at interest rate i to generate a net cash flow of at the end of every year.
Suppose the net cash flow is $100 and the average annual yield on the long-term govern-
ment bond is 5 per cent. Then the price of the perpetuity is $2000. When the net cash flow
is expected to grow at a constant rate gp each year, the price of the perpetuity becomes

Annuities are more common because they provide a constant net cash flow over a speci-
fied number of years. They are popular securities for consumers wanting to fund a consump-
tion flow over finite time periods. The current price of an annuity that pays net cash flows
of dollars at the end of each year for T years can be calculated as the combination of
two perpetuities paying the same annual cash flow; one is purchased now and the other sold
at the end of year T, so that, in present value terms, we have

(2.29)

This calculation assumes the average annual yield to maturity on the perpetuity is the same
as the average annual yield on the T-year government bond. For an annual cash flow of $100
paid at the end of each year for 10 years, the price of the annuity is $772.17 when the interest
rate is 5 per cent.

2.4.4 Compound interest

Assets often have net cash flows over time intervals that do not coincide with the timing of
the available interest rate data. We can use the compound interest formula to compute 
the discount rates in these circumstances. Compound interest is where interest is paid 
on interest. In other words, interest is paid and then reinvested in the asset. This raises the
effective interest rate above the simple interest rate over the period, which can be demon-
strated by computing the amount one dollar will grow into over a year when interest is paid
m times:

where i is the simple interest rate and ie the effective rate of interest. If the dollar is 
compounded m times each year for t years it will grow to
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With continuous compounding a dollar will grow in 1 year into:

where 2.718 is the base of the natural logarithm. Thus, the effective rate of interest is 
172 per cent for the simple interest rate of 100 per cent. With continuous compounding over
t years it grows to:
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Box 2.9 Examples of compound interest

The benefits from compound interest can be illustrated for a simple interest rate of 5 per cent
over 1 year for different values of m:

a for semi-annual interest (m = 2):

b for quarterly interest (m = 4):

c for continuous compounding (m → ∞):
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There are a number of applications where compounding is important. Consider an asset
with constant net cash flow paid continuously for T years, illustrated in Figure 2.17. A light
bulb is an example when it provides a constant stream of light (L). Frequently the net cash
flows are continuous over blocks of time and have uncertain lives, but we abstract from those
complications here. This certain stream of net cash flows has a present value of:

The compound interest formula can be used to derive discount rates for cash flows that
occur at times that do not coincide with the timing for reported interest rates. To illustrate
this point, consider an asset k with net cash flows that occur eight times every 100 days from
now. It has a present value of:
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where i100 is the 100-day interest rate embedded in the annual interest rate i, with:

If the annual interest rate is 10 per cent the 100 day rate is 0.0265, which can be approximated
as i(100/365) = 0.0274.40

2.4.5 Bond prices

A variety of different types of bonds are issued by private and public institutions.
Government bonds are in general less risky than corporate bonds, as is evident from their
lower returns, and they have different maturity dates ranging from 90 days to 20 (or more)
years. There are three types of government bonds, which differ in their stream of future cash
flows:

i The coupon bond pays coupon interest on the face value of the bond in each period up
to and including the date of maturity when it also repays the principal. The coupon interest
rate can differ from the market interest rate over the life of the bond. It is a commitment
made at the time the bond is sold.

ii The consol is a coupon bond that pays coupon interest in perpetuity.
iii The discount bond is a coupon bond with zero coupon interest. Thus, it pays a specified

cash flow (for example, one dollar or one unit of real purchasing power) at maturity, but
nothing in preceding time periods. (In effect, the current market price of a discount bond
represents the capital that would need to be invested in a risk-free asset with interest pay-
ments reinvested until maturity.)

When there are differences in the coupon and market interest rates, the market and face
values of the bonds diverge. Consider a government bond that pays 5 per cent coupon 

( ) / .1 365100 1100+ = +i i
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Figure 2.17 An asset with a continuous consumption stream.



interest for 5 years on its face value of $1000 that is redeemed at maturity. Its current market
price is

When the coupon interest rate is less than the market rate the bond price sells at a 
discount on its face value, while the reverse applies when the market rate is lower than the
coupon rate. This ensures the bond pays its holder a market rate of return, which is 
confirmed using the equation of yield, where, in each period of the bonds life, we have:

In most countries public and corporate bonds trade prior to maturity on secondary boards at
stock exchanges, where this provides information about the yield curve and the term structure
of interest rates.

Corporate bonds can be long or short term and secured or unsecured, where secured
bonds have a prior claim to the market values of specified assets when firms default on their
interest payments. Even though bondholders have prior claims to the net cash flows they still
face risk when shares have limited liability that restricts the losses of shareholders to the
value of their invested capital. Once firms have losses that exceed the equity capital they
must fall on the bondholders.42

2.4.6 Share prices

Since shares have residual claims to the net cash flows of firms they are typically more risky
than debt, even when shares have limited liability. They also give shareholders valuable voting
rights that can be used to influence the investment decisions of firms. The larger the proportion
of shares any individual shareholder can influence, the more control they have over the firm.
Share prices are ultimately determined by the value of their dividend payments, where

(2.30)

with DIVt being the dividend per share, and iEt the expected economic return on all other
assets in the same risk class, at each time t. To reduce the amount of notation in this and 
following sections we omit the variable identifying the firm.

Shareholders expect to receive income as cash dividends and/or capital gains in each
period. Some shares pay variable dividends through time, while others pay a stable dividend
stream. Either way they must be expected to pay the required economic return in each time
period. Dividends are funded from the net cash flows of firms after paying interest to 
bondholders and maintaining the initial market value of the invested capital. This can be
demonstrated by writing the equation of yield for a share as:
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where EPSt is expected economic earnings per share at time t. Investors must expect each
share to pay economic earnings over the period as a cash dividend and capital gain which is
at least equal to the economic income paid on all other shares in the same risk class (iEt pt−1).
This economic income is generated by the production activities of the firm issuing the 
share, with:

(2.32)

Here St−1 is the number of shares issued by the firm at the beginning of the period. The
market value of this equity at the beginning of the period, is pEt−1 St−1 = Et−1. Xt is the firm’s
net cash flow, which is equal to the gross revenue from selling output minus all the non-capital
operating costs. It is the cash flow that can be distributed to capital providers in the firm. 
Bt−1 is the market value of debt issued by the firm at the beginning of the period. We assume
debt pays market interest at the end of the period (iBt) so that its face value is also its market
value. Finally, Vt = Et + Bt is the expected market value of the firm at the end of the period.
After rearranging (2.32) we can write the expected economic return on equity over the
period as

Since shareholders have the residual claim on the firm’s net cash flows their income is
measured after repaying principal and interest to bondholders and recovering any fall in the
market value of capital invested in equity. It is convenient to define the rate of economic
depreciation as the rate of change in the market value of the firm:

(2.33)

This is negative when the firm’s market value is expected to fall over the period and positive
when it is expected to rise. This allows us to write the expected economic income paid to
equity, as:

(2.34)

When investors look at trading equity they compute its expected economic income, because
that determines the change in their wealth. Economic income is what investors can consume
over a period of time without reducing their initial wealth. In practice, however, economic
income is quite difficult to measure because it includes capital gains or losses on assets held
over the period. Many capital assets are purchased in prior periods, and unless there are active
markets for identical assets the changes in their values must be estimated. Accounting rules and
conventions are adopted to remove this subjectivity from reported income. Clearly, it would be
possible for firms to manipulate reported income when capital gains or losses are subjectively
determined. By reporting measured income, which is based on specified rules and conventions
for computing depreciation in the values of capital assets, traders know how it is computed, and
they can then make the necessary adjustments to convert it into economic income, which is the
measure of income they care about because it isolates the true consumption gain.
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2.4.7 Price−earnings ratios

Price−earnings (P/E) ratios for publicly listed shares are reported in the financial press in
most countries. These ratios are used by traders and analysts in financial markets to assess
the future profitability of shares, but they are based on measured rather than economic earn-
ings. Thus, traders make adjustments to convert them into ideal price−earnings ratios that
are obtained by rearranging (2.31):

(2.35)
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Box 2.10 Measured P/E ratios for shares traded on the Australian Securities Exchange

The P/E ratios listed below were compiled from data provided by the Australian Securities
Exchange at the close of business on Friday 13 April 2007. They are average values for firms
in 12 sectors of the economy with P/E ratios less than or equal to 150. Twenty-three firms had
P/E ratios above this number and they were not included because in most cases they were large
outliers that did not reflect the values reported for most firms. The standard deviations are
included to indicate how the P/E ratios differ across firms in each sector; they differed most
for firms in the health care sector and least for firms in the telecommunications sector.

Sector P/E Average Standard deviation No. of firms

Consumer discretionary 24 19 107
Consumer staples 25 16 30
Energy 29 33 35
Financials, ex property 19 15 133
Property trusts 13 15 90
Health care 36 50 38
Industrials 19 12 130
Information technology 23 22 61
Materials 26 39 121
Telecommunication services 17 8 12
Utilities 56 34 8
Unclassified 73 33 2
All firms reporting PE (≤ 150): 23 26 767

Source: The data was obtained from the Australian Financial Review website at http://www.afr.com/home/
sharetables/weekly/2007/4/13/CCsswk070413.csv, on 17 April 2007.

This tells us the number of years it takes for the share to repay its capital as economic
income, and when the no arbitrage condition holds these ratios are the same for all shares
in the same risk class. Any differences are due to differences in their market risk. Traders
make investment decisions using the information contained in these ratios because they are
based on economic income. In practice, however, the measured P/E ratio for each share is
based on accounting (A) income:

(2.36)
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There are two reasons why this differs from the ideal ratio in (2.35):

i It uses the most recently reported earnings per share and is therefore backward-looking.
In contrast, the ideal ratio is forward-looking because it uses expected future income.
Indeed, the current share price is determined by future income, and not income in 
previous periods (unless it provides information about future income).

ii It uses measured income rather than economic income, for reasons discussed above.

By defining ideal P/E ratios it is possible to understand the information reported in the
measured ratios. Occasionally they have very high values that suggest the shares will pay
very low returns. For example, information technology (IT) stocks had measured P/E ratios
as high as 60 during the IT boom at the end of the twentieth century. But this is explained by
the low measured earnings in periods of research and development which do not include the
expected capital gains included in economic income. Sometimes the reported P/E ratios are
negative due to income losses. However, current share prices are determined by expected eco-
nomic income, which cannot be negative. No investor pays a positive price for a share with
expect economic losses. While losses are possible due to uncertainty, they must still expect
profits. Financial analysts make these adjustments when using the reported ratios.

Box 2.11 Examples of large P/E ratios

Twenty-three firms with P/E ratios greater than 150 were not included in the data reported in
Box 2.10. Four of them are summarized below, each of which has a very low measured 
earnings per share relative to the share price.

Firm P/E Share price EPS

Victoria Pet 2100 0.21 0.0001
Mariner Bridge 6000 2.40 0.0004
Consolidated Minerals 8833.3 2.65 0.0003
Bakehouse Quarter 39100 3.91 0.0001

Source: The data was obtained from the Australian Financial Review website at http://www.afr.com/home/
sharetables/weekly/2007/4/13/CCsswk070413.csv, on 17 April 2007.

The difference between measured and economic income can be illustrated by comparing
economic earnings per share,

with measured earnings per share,

for the period from t−1 to t. Most of the difference arises from the way depreciation is 
computed, where Φ A

t is measured depreciation and Φt economic depreciation. There are two
main reasons for Φ Φt
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First, measured depreciation is computed by applying decay factors to the written-down
book values of the assets in the firm. There are basically two methods that can be used:
straight line and diminishing value. But it is not uncommon for these asset prices to rise
in some time periods. For example, firms with land and buildings in the central business
districts of major cities frequently make capital gains on these assets even though they
apply depreciation allowances to them when computing measured income. Moreover,
there are circumstances where every physical asset depreciates in value while the overall
market value of the firm appreciates. This occurs in periods when intangible assets such
as goodwill are created, or when investments are made in activities that are expected to
pay economic profits in the future. All these capital gains are included in economic depre-
ciation (with Φt > 0), while they are only included in measured income at the time the
intangible assets actually trade. For example, when firms sell land and buildings they can
report any capital gains at the time of sale, and not in the period when they actually occur.
This makes measured income less than economic income in periods when the gains occur,
but greater than economic income in periods when the assets are traded and the gains 
realized.

Second, since measured depreciation is based on initial prices paid for assets it is called
historic cost depreciation, and it underestimates economic depreciation when there is
general price inflation. The best way to illustrate this point is to consider the way eco-
nomic depreciation in (2.34) is affected by anticipated inflation. Consider a situation
where all nominal variables rise at the expected rate of inflation (π) to preserve the real
economy. By using (2.18) we can write the expected nominal economic income on equity
in (2.32) as:

where the net cash flows and value of the firm at time t rise by the expected rate of infla-
tion. After rearranging this expression, the real economic return to equity, becomes:

(2.37)

From this we can see that economic depreciation is the change in the market value of the 
firm that preserves the purchasing power of the initial capital invested at t−1. If we assume
the measured and economic depreciation rates are equal in the absence of inflation, the 
measured real return to equity, which uses historic cost-based depreciation allowances,
would be

(2.38)

Notice how this understates the firm’s expenses and causes measured income to exceed eco-
nomic income (all other things equal), with where expected inflation increases the
effective tax rate on economic income when measured income is subject to tax.43 Another
way of summarizing this effect is to compare the economic depreciation rate,
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with the measured depreciation rate,

When Vt rises at the expected rate of inflation, nothing real happens to the economic depre-
ciation rate, whereas the measured rate rises. The appropriate way to preserve measured 
depreciation allowances in these circumstances would be to scale up all the written-down 
book values of the firm’s assets by 1 + π before applying the decay factors to them. This 
adjustment would at least preserve the purchasing power of the initial capital invested in 
the firm and stop the effective tax on economic income from rising when there is expected
inflation.

2.4.8 Firm valuations and the cost of capital

Later in Chapter 7 we examine the impact of firm financial policy choices on their market
values. We do this by defining the proportion of capital financed by debt at time t−1 as bt−1

= Bt−1/Vt−1, and the remaining proportion, financed by equity, as (1−bt−1) = Et−1/Vt−1, and this
allows us to solve the market value of the firm at the beginning of the period using 
(2.34) as

(2.39)

Here ct = (1−bt−1) iEt + bt−1 iBt−Φt is the user cost of capital in period t, that is, the cost of tying
up each dollar of capital in the firm over the period from t−1 to t, where (1−bt−1) iEt +
bt−1 iBt is the forgone return on all other assets in the same risk class, and Φt is the rate of
capital depreciation. It is worth noting that while the user cost of capital is a weighted aver-
age of the costs of debt and equity, it is indeed the marginal cost of capital when the firm is
a price-taker in all markets and changes in investment have no effect on the depreciation rate
Φt. Thus, its investment choices cannot affect the market returns to debt and equity, or the
market prices of capital assets. In the presence of uncertainty, however, changes in the debt−
equity ratio (with investment held constant) can affect the returns to debt and equity 
by moving risk between them, but without affecting the overall value of the firm when 
there is common information. This is examined later in Chapter 7 by including uncertainty
in the analysis. Once firms can affect the market risk or the underlying risk-free return there
are additional terms in the user cost of capital.

Recall from Section 2.2 that the objective function of a competitive firm is to maximize
profit, defined as
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where the net cash flows are an increasing function of capital investment at the beginning
of the period (Zt−1), with ∂Xt−1/∂Zt−1 > 0 and Leverage (bt−1) is chosen to
minimize the user cost of capital, with

(2.41)

while optimally chosen investment satisfies

(2.42)

When the no arbitrage condition holds in a certainty setting without taxes, debt and equity
must pay the same rate of return, with iEt = iBt, where the cost of capital is independent of
leverage and (2.41) holds for all bt−1. This is the Modigliani−Miller leverage irrelevance the-
orem in a certainty setting. The condition for optimally chosen investment in (2.42) equates
the value of the marginal product of capital to its marginal user cost, with ∂Xt−1/∂Zt−1 = ct

when ∂ct /∂Zt−1 = 0. Once leverage affects the user cost of capital, investment cannot 
be choosen independently of the debt−equity choice, and Modigliani−Miller leverage 
irrelevance fails.
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Box 2.12 The market valuation of a firm: a numerical example

Homemaker Ltd is a publicly listed company with expected net cash flows of $168 mil-
lion in 12 months’ time and a current market value (V) of $1200 million. In a frictionless com-
petitive capital market where traders have common information the firm’s expected used cost
of capital is obtained using the equation of yield:

In a certainty setting where debt and equity pay the same risk-free return (i), the change in the
value of the firm over the year is obtained from the user cost of capital, which is:

If the risk-free rate is 5 per cent the market value of the firm declines by 9 per cent,
so at the end of the year, we have

Later in Chapter 7 we introduce risk and taxes and find circumstances where the expected user
cost of capital changes with leverage.
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Problems

1 James allocates endowments of income between consumption today and consumption
tomorrow by trading in a competitive capital market at interest rate i.

i Illustrate his consumption opportunities in a diagram with dollars of consumption
today on the x axis and dollars of consumption tomorrow on the y axis.

ii Under what circumstances will James just consume his income endowments in each
period?

iii If James does not initially borrow or lend, will a rise in the market interest rate ever
cause him to become a lender? Will he always be better off after the interest rate
rises?

iv Explain what conditions on preferences are required for James to lend less when the
interest rate rises if he is initially a lender.

v What happens to wealth measured in current dollars when the interest rate rises?
What happens to wealth measured in future dollars when the interest rate rises?

vi Explain what determines whether individuals enter the capital markets as borrowers
or lenders. What role do financial securities play?

vii Illustrate the change in James’ consumption opportunities when transactions costs
drive a wedge between the borrowing and lending rates of interest, with iB π iL.

viii Identify the benefits to James, measured in current dollars, from introducing 
a capital market. Is it the same for all consumers?

ix What determines the market rate of interest?
2 Bill is endowed with current income (M0) and will receive a pension (P1) in the second

period which he allocates between consumption in the two periods in a competitive 
capital market at interest rate i. (Assume he has strictly convex indifference schedules
over consumption expenditure in the two periods.)

i Use a consumption space diagram to illustrate the way a tax on interest income
affects Bill’s budget constraint when it drives a wedge between borrowing and lend-
ing rates. Will this tax always cause him to trade less (i.e. reduce saving or borrow-
ing) in the capital market when current consumption is a normal good?

ii Examine the way Bill’s budget constraint is affected by a lump-sum tax (T0) in the
current period which is returned to him in the second period (without interest). Will
this cause him to save less when current and future consumption are normal goods?

iii Use a diagram to illustrate the welfare change from replacing the pension with a
non-tradable voucher of V1 = P1 dollars when Bill initially borrows. Would this raise
the amount he borrows if current consumption is an inferior good? In your diagram
identify the change in the interest rate that would alter his consumption in exactly
the same way as the voucher−subsidy switch.

iv Use a diagram to illustrate the welfare change from replacing the pension with a
non-tradable voucher of V1 = P1 dollars when Bill initially saves. Does this cause his
saving to fall when current consumption is a normal good? In your diagram iden-
tify the change in the interest rate that would alter his consumption in exactly the
same way as the voucher−subsidy switch.

3 A farmer has 400 bushels of wheat, and he can convert wheat this year (x1) into wheat
next year (x2) using the farming technology All prices are expected to
remain constant between this year and next. Clearly, if the farmer plants his entire
endowment he will earn a rate of return of 150 per cent on his investment.

x x2 150= .
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i Illustrate the farmer’s consumption opportunities in a commodity space {x1, x2} dia-
gram when he cannot access a capital market (i.e. he cannot borrow or lend). Write
down his optimization problem when he derives utility from consuming wheat now
and next year, and then derive the condition for optimally chosen investment.
Illustrate this outcome in your diagram.

ii Suppose the farmer can borrow and lend at 25 per cent per annum. How much wheat
should he plant? What are his consumption opportunities now? Why is his invest-
ment decision now independent of his tastes?

iii The farmer tells his neighbour that if the market interest rate were to rise to 
50 per cent per annum he would plant only 278 bushels of wheat even though he
could earn a 150 per cent return on his investment by planting the whole 
400 bushels. Is the farmer investing too little wheat?

iv How much wheat should the farmer plant when he can borrow and lend at a zero
market rate of interest?

v With the interest rate at which he can borrow and lend standing at 25 per cent, the
farmer learns that he can borrow the equivalent of 300 bushels of wheat at a zero
interest rate from a primary industry bank recently established by the government to
stimulate farm investment. What is his optimal response to this scheme? What are
his consumption opportunities?

4 Consider two projects with the following net cash flows:

Project C0 C1 C2

(a) −5500 8000
(b) −5500 8500

The average annual yield on a two-period security is 10 per cent (i2 = 0.10). In answering
the following questions, assume this rate stays constant.

i Would you invest in either of the projects when the term structure of interest rates
is flat?

ii Would you invest in either of the projects if the current spot rate is 5 per cent? What
is the expected spot rate for the second year, E(1i2)?

iii Would you invest in either of the projects if the expected spot rate for the second
year is 5 per cent? What is the current spot rate, i1?

iv Find the term structure of interest rates that would make you indifferent to the proj-
ects.

v Using the answers to parts (i), (ii) and (iii), isolate the important factors for the
appraisal of projects with multi-period cash flows. What problems are encountered in
practice when appraising projects?

vi What determines the term structure of interest rates, and how can they be 
calculated in practice?

vii How will project evaluation be biased if a flat discount rate is used to discount the
net cash flows when the yield curve rises over the life of the project?

5 Consider the returns on the following three traded securities.
¥ S01 pays a 5 per cent return at t = 1 on dollars invested at t = 0;
¥ S12 pays a 12 per cent return at t = 2 on dollars invested at t = 1.
¥ S02 pays an average return of 9 per cent over the two periods paid at t = 2 on dollars

invested at t = 0.
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Construct a wealth-maximizing set of trades in these securities. Derive the maximization
problem for an arbitrageur who starts with no initial wealth and sells one security to buy
the other. Draw the budget constraint and the iso-profit lines in the security space and
identify the profit from arbitrage. (Assume there are no taxes on security returns and
the securities have equal risk over the two-year period.)

6 Derive and explain the fundamental equation of yield. (Carefully detail the assumptions you
make.) Use it to explain how the price of a capital asset changes over periods of time when
it generates no net cash flows. Why do people hold capital assets which generate no net cash
flows, such as paintings, if their prices do not rise at the rate of interest?

7 A taxi cab company purchases its last car for $22,000 at the beginning of the year and
it is expected to have a market value of $16,000 at the end of 12 months. Over the year
the car is expected to generate $35,960 in cab fees. If the company expects to pay
$17,000 in wages to a driver of the cab, $6,000 in fuel costs and $3,000 in other oper-
ating expenses (which do not include the cost of capital), what is the expected 12-month
return on capital assets in the same risk class as this asset? (Assume all revenues are
received, and operating costs paid, at the end of the period.) What is the risk premium
if the riskless rate of return is 8 per cent?

8 Jordan owns a ride-on lawn mower that he expects will have a market value of $3,800
at the end of the next 12 months when he receives a net cash flow of $600 for mowing
his neighbours’ lawns. (Assume these are the only services the mower provides over the
period.) Will the expected user cost of capital be 15 per cent if the mower has a current
market value of $4,000?

9 Consider the following cost−benefit analysis:

How about considering the use of energy-efficient compact fluorescent lamps in
place of the traditional incandescent (filament) globe?

Let’s compare the cost of operating a 60 watt incandescent globe with a life of
1,000 hours and costing $1 against a compact fluorescent 11 watt lamp with a life
of 8,000 hours and costing $25. Due to its greater efficiency the 11 watt lamp 
provides light equivalent to the 60 watt globe.

Using a domestic rate of 7.32 cents per kilowatt-hour for electricity and operat-
ing the lights for 10 hours per day, we find that after 8,000 hours of use (about 
2 years and 3 months) the cost of using a globe was $35.14 for power plus $8 for
the globes, a total of $43.14. On the other hand, the lamp used $6.44 worth of
power and cost $25 giving a total cost of $31.44. This means a potential saving of
$11.70 - obviously, more lights and increased usage will mean a greater saving.

On the same basis a 15 watt lamp compared with a 75 watt globe shows a 
possible saving of $18.14!

These calculations make it hard to explain why people buy incandescent (filament)
globes in preference to compact fluorescent lamps. Can you provide reasons why they
do? Use a spreadsheet to compute the present values of the capital and recurrent costs
of providing light from eight globes and one lamp. (Note that the electricity charge is
7.32 cents each hour when using a 1,000-watt appliance. Assume the electricity charges
are paid every 62 days, and that the interest rate is 10 per cent per annum in each year.)

10 The price-earnings ratios for shares traded on the Australian Securities Exchange 
are reported on a regular basis to provide investors with information they can use to
determine their security trades.



i Explain why these reported ratios differ across traded shares. What information do
investors get from them? Should investors buy shares with high P/E ratios?

ii Examine the adjustments that investors would make to reported P/E ratios to 
convert them into ideal P/E ratios. Explain what the ideal ratios measure and why
they differ across shares.

iii Consider reasons why the so-called new technology stocks have such high reported
P/E ratios. Do stocks with more risk have higher or lower P/E ratios than stocks
with less risk?

iv Explain why measured depreciation allowances differ from economic depreciation
allowances. What are the factors that determine economic depreciation? How does
expected inflation raise the effective tax on company income through measured
depreciation allowances?

11 You have the following information. At t = 0 a firm issues $1,000 of debt with an inter-
est cost of 20 per cent, and 1,000 shares with a market value of $1 (i.e., p0 = $1). At 
t = 1 there are expected to be net cash flows (before interest, dividends and depreciation)
of $600, an ex-dividend share price (p1) of $1.20, and 5 per cent economic depreciation.

i Calculate and explain:
a the EPS, dividends per share and capital gains per share;
b the dividend yield;
c the earnings−price ratio; and,
d the P/E ratio.

ii How is the P/E ratio measured in practice, and why does it differ from the ideal
P/E ratio?

12 The following financial data was reported for banks that trade on the Australian 
Securities Exchange. It was compiled at the close of business on Friday 13 April 2007, 
and was obtained from the Australian Financial Review website at http://www.afr.com/
home/sharetables/weekly/2007/4/13/CCsswk070413.csv, on 17 April 2007.

Share price ($) Net tangible Dividend Earnings
Security description 13 April 2007 assets ($) yield (%) per share(¢)

Day Day Last
High Low Sale

Adelaide Bank 15.71 15.26 15.45 6.01 3.95 84.92
ANZ Banking Group 30.40 30.11 30.33 8.53 4.12 200.00
Bank of Queensland 18.35 18.01 18.06 4.37 3.16 88.20
Bendigo Bank Ltd 17.08 16.99 17.01 5.06 3.17 81.20
C’wealth Bank of Aust. 51.99 51.57 51.80 10.23 4.58 320.70
Home Bld Soc. 15.40 15.30 15.32 4.72 2.87 54.00
Homeloans Ltd 0.98 0.97 0.97 — 5.15 5.09
Mackay Permanent 6.90 6.90 6.90 3.07 3.33 33.00
Mortgage Choice 3.21 3.17 3.20 0.40 4.06 16.10
National Aust. Bank 42.74 42.28 42.56 11.91 3.92 262.60
Rock Bld Perm 5.60 5.50 5.60 2.02 4.02 21.90
St George Bank 35.40 34.77 35.00 6.73 4.31 201.40
Westpac Banking 26.52 26.25 26.29 6.12 4.41 167.20
Wide Bay Aust. Ltd 12.40 12.35 12.35 3.37 4.57 60.52

Compute the measured P/E ratios for these banks and consider reasons why they might
differ. Do they indicate the Home Building Society and the Rock Building Permanent
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are the most risky banks, while the ANZ Banking Group and Westpac Banking are the
least risky banks? Calculate the dividends per share for each bank. Find examples of
companies with negative P/E ratios and positive dividend yields and explain why it hap-
pens. Construct a similar table for a small group of companies in another sector of the
economy. Can the ideal P/E ratio ever be negative?

13 Consider a sewing machine which generates a certain $1,000 net cash flow at the end
of each year for 5 years (with no residual value).

i Determine the price of this machine if the interest rate in each period is 10 per cent.
ii Calculate the rate of economic depreciation for this machine if it has no resale

value at the end of its life.
iii Calculate the annual rate of depreciation allowed for tax purposes if the machine

is depreciated on a straight-line basis over 5 years with zero residual value.
Compare these allowances to economic depreciation in each year and consider
whether they raise or lower the effective tax rate on the economic income generated
by the sewing machine.

14 Historic cost based depreciation allowances can cause measured income to differ from
economic income when: (a) allowed rates of depreciation differ from economic
rates of depreciation (Φt) and (b) there is expected inflation. This question demonstrates
these differences for the nominal returns paid to shareholders in a corporate firm from
period t − 1 to t, where the economic rate of return is

and the measured rate of return is

Let 
i In the absence of inflation Vt = $950, Xt = $80, and iBt = 0.03. Calculate and 

compare economic and measured income in the absence of inflation when 
i and ii 

ii Suppose inflation is expected to be 10 per cent over the period from t − 1 to t, where
Vt = $1,045.
a Compute nominal economic income when the Fisher effect holds (in the absence

of tax).
b Assume Compute nominal measured income when iBt = 0.033. Use

historic cost based depreciation to calculate measured income.
c What happens to the effective tax rate on economic income if the tax is applied

to nominal measured income?

15 There are a number of ways that changes in expected inflation can impact on capital
asset prices. One is through wealth effects in the money market due to the non-payment
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on interest on currency (notes and coins) held by the private sector. Answer the following
questions when the demand for real currency balances (in billions of dollars) is md =
26 − 100i, where i is the nominal rate of interest. (Assume md is unaffected by changes
in real income.)

i What is the supply of real currency when the equilibrium nominal interest rate is 6
per cent? Calculate how much seigniorage there is when the rate of inflation in the
general price level is expected to be 3 per cent. Explain how seigniorage transfers
revenue to the Reserve Bank of Australia (RBA). Compute a dollar measure of the
inefficiency when no interest is paid to currency holders and explain what this inef-
ficiency measures. (Assume the RBA is a monopoly supplier that prints currency
at a constant resource cost of 1 per cent of the quantity supplied.)

ii Now suppose currency holders expect an increase in the rate of inflation over the
next year that raises the equilibrium nominal interest rate to 8 per cent. Compute
the reduction in the demand for real currency balances and calculate a dollar meas-
ure (in millions) of the fall in the real wealth of currency holders. Carefully explain
why this loss in wealth occurs and examine circumstances where it is larger for the
same change in the nominal interest rate.

iii What would the real currency supply be if the RBA paid interest to currency holders?
(Assume the RBA incurs no costs of paying interest, and interest is paid to 
eliminate inefficiency in the currency market.)

16 A gardening contractor buys a ride-on lawn mower which will generate a certain net
cash flow of $5,000 at the end of each year for the next 2 years when it has a certain
residual value of $1,000. (Assume all markets are competitive.)

i Compute economic depreciation on the mower in each of the two productive years
of its life and compare it with measured straight-line depreciation when the risk-
free interest rate is 5 per cent per annum. (Note that straight-line depreciation
apportions the purchase price of the asset less its residual value equally over the 2
years of its life. Assume there is no expected inflation.)

ii Compute and compare the depreciation measures in part (i) when expected infla-
tion increases all nominal variables by 2 per cent each year, including the net cash
flows, the residual value of the mower and the nominal interest rate. Use this to
explain why there are differences in measured and economic income. Identify cir-
cumstances where the Fisher effect holds and explain the forces that drive it.
(Assume there is certainty.)

Explain why a change in the expected rate of inflation has real effects in the currency
market when no interest is paid on notes and coins. Examine these real effects when
there is a fall in the expected rate of inflation. How does the government raise revenue
as seigniorage, and does this revenue fall when expected inflation declines?

70 Investment decisions under certainty



3 Uncertainty and risk

Consumption goods in a certainty setting are characterized by their type (physical 
attributes), geographic location and location in time. For example, an apple in one location
is different from an apple (with the same physical attributes) in another location, and it is
also different from the same apple in different time periods. Indeed, consumers derive 
utility from the combination of characteristics that define them, which for an apple, include
sweetness, size, colour, firmness and moisture content. In fact, it is possible to estimate the
price of any good as the summed value of its characteristics using hedonic prices, which are
consumer marginal valuations for each characteristic.1 Uncertainty introduces randomness
into future consumption through exogenous variability in the environment within which
consumers live. Its effects may be confined to the variance it imparts to their consumption
or a combination of that and its direct impact on their utility. Debreu (1959) captures 
uncertainty by expanding the characteristics used to define consumption goods by making
them state-contingent, where all possible future states of the world are defined by unique
combinations of a set of environmental variables. Consumers choose future consumption
bundles that are contingent upon the realization of a final state of the world. In effect, they
pre-commit to trades in specified states, where uncertainty is resolved when the true state
eventuates.2 This is the state-preference approach to uncertainty that extends a standard 
certainty analysis by expanding the commodity space to include goods that are state-
contingent. When consumers with common beliefs about the outcomes in each state of
nature can trade goods in competitive frictionless markets in each time period, over time and
between states of the world, the familiar Pareto optimality conditions apply.

In the Debreu model consumers trade a full set of contingent commodity contracts which
are commitments to exchange goods in specified states at agreed terms of trade. To make it a
straightforward extension of the certainty model summarized in Definition 2.3, consumers
have conditional perfect foresight and correctly anticipate equilibrium outcomes in each state
of the world. In particular, every consumer correctly predicts their income and all the 
commodity prices. The only uncertainty is about which state becomes the actual (or true) state.
In this setting the number of forward commodity contracts must increase to N times the
number of possible states of the world so that consumers can trade all N commodities in every
state.3 Arrow (1953) extends the Debreu model by including risky financial securities so that
consumers can transfer income (and consumption) between states by bundling securities into
portfolios. In the Arrow–Debreu economy there are no transactions costs, the capital market is
complete, and traders are price-takers with conditional perfect foresight. That makes it fully
equivalent to the asset economy with certainty, summarized earlier in Definition 2.4. In a com-
plete capital market consumers can trade every commodity in every state, where, in the
absence of taxes and other market distortions, they equate their marginal valuations for goods.



Uncertainty provides an explanation for the large number of different types of securities that
trade in capital markets. Consumers bundle them together in portfolios to choose patterns of
consumption expenditure over uncertain states of nature. Indeed, in a complete capital 
market there are enough securities for them to trade in every state and spread risk according to
their preferences. Financial securities play two important roles in spreading risk. The first is to 
eliminate diversifiable (individual) risk from consumption expenditure, while the 
second is to transfer non-diversifiable (market) risk across consumers. Whenever production
activities in the economy are less than perfectly correlated, some of the variability in their net
cash flows can be eliminated by bundling the securities used to finance them inside 
well-diversified portfolios. Consumers also face idiosyncratic (or individual) risk in their 
consumption expenditure that can be diversified across the population. For example, a 
given proportion of consumers will suffer a car accident and be harmed by adverse 
weather conditions. By purchasing insurance they create pools of funds for paying claims made
by those incurring losses. Whenever individual risk trades at actuarially fair prices it is 
costlessly eliminated from consumption, where non-diversifiable risk is the only risk that 
will cause asset prices to sell at a discount in a frictionless competitive capital market. 
This is a fundamental property of all the popular asset pricing models we look at in
Chapter 4.4

Financial securities facilitate the efficient transfer of market risk to consumers with lower
relative risk aversion and/or better information. A large proportion of aggregate investment
is financed by shares and bonds that consumers hold either directly in their own security
portfolios or indirectly in mutual funds that are portfolios created by financial 
intermediaries. Indeed, a range of derivative securities are created to eliminate diversifiable
risk from consumption and trade market risk at lower cost. For example, there are futures
contracts for most major commodities that allow producers to reduce their exposure to price
uncertainty on their outputs and inputs. Aluminium, crude oil, petroleum, wheat, wool, rice,
sugar and coffee are all examples of commodities with futures contracts. Buyers 
give sellers a commitment to pay a set price for the delivery of a specified quantity and qual-
ity of a commodity at a specified point in time. Options contracts give holders the right, 
but not the obligation, to trade commodities and financial securities at specified prices on
or before a specified time. They are used to replicate existing securities and to trade 
market risk.

A major objective of finance research is to derive an asset pricing model where 
every consumer measures and prices risk in the same way. It is used by private traders to
value risky projects and by agencies in the public sector to evaluate the effects of 
government policies. Many traders in financial markets are specialists who collect 
information about the net cash flows on capital assets to identify securities with prices that
do not fully reflect their fundamentals. By selling securities with high prices (relative to
their fundamentals), and buying securities with low prices, they make profits through arbi-
trage. When these profits are eliminated the no arbitrage condition holds so that security
prices reflect all available information about their fundamentals. Pricing models are also
used in project evaluation by private firms and public agencies. Private firms seek profitable
investment opportunities, while government agencies examine policy changes and public
projects that will raise social welfare. But these two objectives rarely coincide in economies
with distorted markets due to, for example, taxes, externalities and non-competitive 
behaviour.5

In this chapter we examine the role of uncertainty and risk on equilibrium outcomes in 
private market economies – in particular, how it affects capital asset prices. Knight (1921) 
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distinguished between risk and uncertainty by identifying risk as circumstances where 
consumers assign numerical probabilities to random events, and uncertainty as circumstances
where they do not (or cannot) assign such probabilities. The analysis commences in Section
3.1 by looking at consumer preferences under uncertainty and risk, starting with the 
generalized state preferences employed in the Arrow–Debreu economy. We then consider the
expected utility approach that separates probabilities from utility at each random event. This
was initially formalized by von Neumann and Morgenstern (1944) using common (objective)
probabilities with state-independent consumption preferences. A large literature generalizes
their approach by allowing different (subjective) probabilities and/or state-dependent 
consumption preferences. Despite the appeal of these extensions, however, the von
Neumann–Morgenstern expected utility (NMEU) function is much more widely used in 
economic analysis because of its simplicity. Finally we consider mean–variance analysis as a
special case of the expected utility approach. This is used in the four asset pricing models
examined later in Chapter 4.

In Section 3.1 we derive an asset pricing equation in the two-period state-preference
model of Arrow and Debreu where consumers have conditional perfect foresight based on
common beliefs about the state-contingent commodity prices. This is a certainty-equivalent
analysis that naturally extends the asset pricing model derived in the two-period certainty
economy with production in Section 2.2.4. The Arrow–Debreu pricing model accounts for
uncertainty in asset prices without explicitly isolating the probabilities consumers assign to
random events. We modify this model in Section 3.2 by adopting (NMEU) functions to 
separate probabilities assigned to random events from the utility consumers derive from
their expenditure in each event. This allows us to derive the consumption-based pricing
model (CBPM) where in equilibrium consumers have the same consumption risk in a 
frictionless competitive capital market. Thus, we can summarize it using the set of 
common factors that explain the risk in aggregate consumption. The four popular 
asset pricing models examined in Chapter 4 differ by the way they isolate these common
factors.

3.1 State-preference theory

Debreu made a very important contribution to standard general equilibrium analysis under
uncertainty by expanding the definition of commodities to make them event-contingent. It
is generally referred to as the state-preference approach to uncertainty.

3.1.1 The (finite) state space

Savage (1954) provides widely accepted definitions for the basic concepts of the theory of
choice under uncertainty in the state-preference model, where a state is a complete description
of all relevant aspects of the world, a true state is the one that actually eventuates when the
uncertainty is resolved, while an event is a set of states. We assume the set of possible state 
S : ={1, … ,S} and the number of time periods T are finite.6 At each time t = 0,1, ... ,T there is
a partition t of the state space S , whose elements are events that can occur at that time.7

Each event is a subset of the states in S and is outside the control of consumers. Consumers
face most uncertainty in the first period where partition 0 has one event containing all 
the possible states of nature that can eventuate in the last time period T; this is the coarsest 
partition of S . In contrast, when the uncertainty is resolved at time T there are S events in 
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partition T; this is the finest partition of S . We can summarize the properties of the state
space as follows:

i S is exhaustive – it contains all possible states of the world.
ii All s ∈ S are mutually exclusive – the occurrence of one state rules out the occur-

rence of any other state.
iii Every state s ∈ S is independent of the actions of consumers – both as individu-

als or as coalitions.
iv All consumers agree on s and classify every state in the same way.
v All consumers agree on the true state of the world in period T.

By conditions (i) and (ii) the state space identifies every possible description of the 
environment in the second period where each state is unique. Since consumers cannot influ-
ence the environment by property (iii), phenomena such as global warming are ruled out.8

Properties (iii) and (iv) allow consumers to make binding agreements with each other: 
(iv) lets them make commitments that are conditional on specified contingencies, while 
(v) makes them enforceable.

An example of an event tree for three time periods is illustrated in Figure 3.1. There is a
single event in the first period that contains all eight possible states, 0: = {e0}, with e0: =
{S}. In the second period the states are partitioned into three separate events, where 1: =
{e1, e2, e3}, with e1: = {s1, s2, s3}, e2: = {s4, s5} and e2: = {s6, s7, s8}. When one of these events
is realized as an actual outcome in the second period (t = 1) some of the uncertainty is
resolved as it contains the true state of the world in the final period (t = 2). In the true state
all the uncertainty is resolved, and we have 2: = {e4, e5, e6, e7, e8, e9, e10, e11}, with e4: = {s1},
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Figure 3.1 An event tree with three time periods.



e5: = {s2}, e6: = {s3}, e7: = {s4}, e8: = {s5}, e9: = {s6}, e10: = {s7}, and e11: = {s8}. Event-contin-
gent goods are automatically located in time. Thus, in the presence of uncertainty they are
defined by their physical attributes, their geographic location and by contingent events.

In a two-period analysis where uncertainty is completely resolved in the second period it
makes more sense to define goods as state-contingent, rather than event-contingent, as the
single event in 0 contains all the states, while there are as many events as states in 1. We
adopt this terminology in the following analysis which is undertaken in a two-period setting.
Consumer beliefs must clearly play an important role in determining equilibrium outcomes
when there is uncertainty. With incomplete information they can have subjective probabili-
ties that deviate from the true underlying objective probabilities. Further, consumers with
different information can have different subjective probabilities.9 It is clear from the event
tree in Figure 3.1 that a considerable amount of information has to be processed to solve the
event-contingent prices for each good, especially in the first period where all states are pos-
sible outcomes in the final period.

Each consumer must implicitly solve all the event-contingent commodity prices along
each branch of the tree by computing the demands and supplies of every good in each state.
In the following analysis we characterize equilibrium outcomes in the state-preference
model when consumers have conditional perfect foresight.

If, in these circumstances, they can trade event-contingent claims for every commodity in
every future time period the optimality conditions in a competitive equilibrium will have
similar properties to those we are more familiar with in a certainty setting without taxes and
trading costs. In particular, it will be a Pareto optimal allocation where consumers use the
same event-contingent discount factors to value future consumption. In effect, they each
make consumption choices for their entire life in the first period, and they do not expect to
revise them in subsequent periods as the uncertainty is resolved.10

3.1.2 Debreu economy with contingent claims

The model of uncertainty in Chapter 7 of Debreu (1959) is for an economy where resources
are privately owned and traded in competitive markets. There are no financial securities or
money so consumers and producers instead exchange event-contingent claims to goods.
These are forward contracts that specify the delivery of a unit of a commodity at a given
location contingent on the occurrence of a specified event, with current prices determined
by the event-contingent commodity prices. We initially restrict the analysis to two time 
periods and adapt the endowment economy in Section 2.2.3 by including production and
expanding the commodity space to make goods state-contingent in the second period. In the
first period each consumer (h = 1, ... , H) now chooses a bundle of future consumption goods

that trade in competitive markets at expected future spot prices ps: =
{ps (1), ... , ps (N)} in each state s. They do this to maximize a generalized utility function

where is the current consumption bundle.11 We assume consumers
have conditional perfect foresight when they trade forward commodity contracts

at the state-contingent prices pfs: = {pfs(1), ... , pfs(N)}, where fs(n)
> 0 is the amount of good n delivered to the consumer, and fs(n) < 0 the amount sold, in state s.
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Definition 3.1 (Conditional perfects foresight)

Consumers with conditional perfect foresight have common beliefs and correctly predict the
commodity prices in each state of the world, with for all h.p ps

h
s=



Thus, the consumer problem in the Debreu economy with continent claims (omitting 
superscript h), can be summarized as

(3.1)

where are the profit shares in each of the J firms in the economy.12

In the previous chapter we saw how the consumer problem could be simplified when all
goods are traded in frictionless markets in each time period. If consumers can also trade
goods in every state, they will equalize their marginal utility of income in each time period
and in each state. This allows us rewrite the problem in (3.1) as

(3.2)

where income in the first period,
and in each state in the second period. When forward contracts
are traded optimally in frictionless competitive markets, they satisfy

(3.3)

with being the state-contingent discount factor used to value income in
state s. It is the ratio of the constraint multipliers on the budget constraints in (3.2) which 
measure the marginal utility of future income in each state relative to
the marginal utility of current income 

Most asset pricing models in finance are derived in endowment economies where 
consumption risk is determined by endowment risk. Later in Chapter 8 we want to use the
pricing models in project evaluation where production plays an important role in equilibrium
outcomes. For that reason we include production, but simplify the analysis by ruling out 
private investment opportunities. Thus, all investment in the economy is undertaken by (j =
1, ... , J) firms who sell forward contracts in the first period to fund 
expenditure on their inputs which are used to produce the state-contingent

When they trade forward contracts, with for sales and
for purchases of each good n in each state s, the problem for each firm in the two-

period Debreu economy can be summarized (omitting superscript j) as

(3.4)

where F0 = Σs pfs fs is revenue from selling futures contracts in the first period, Z0 = p0z0

expenditure on production inputs, Fs = psfs the market value of goods delivered on forward
contracts in each state, and Ys = psys state-contingent sales revenue. While firms can pro-
duce multiple outputs using multiple inputs, we assume production sets are strictly
convex. When forward contracts are traded optimally in frictionless competitive markets,
they satisfy
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(3.5)

where are the state-contingent discount factors used to value future income; they
are the multiplier on the state-contingent payout constraints in (3.4).15

Both pricing models in (3.3) and (3.5) value forward contracts for each good by discount-
ing their future spot prices, where all consumers and firms use the same discount factors in
frictionless competitive markets, with for all h, j. Thus, the equation for pric-
ing forward contracts in the Debreu economy is:

(3.6)

Since consumers with conditional perfect foresight agree on the future spot prices for 
the commodities they also use the same discount factors. But this unanimity breaks down when
they have different information and form different expectations about the future spot prices.

3.1.3 Arrow–Debreu asset economy

Arrow (1953) extended the analysis of Debreu by introducing financial securities, but with-
out formalizing their role by including trading costs. Since they are used to reduce the
number of choice variables for consumers in the first period they are implicitly included to
lower trading costs. This was noted earlier in the certainty analysis in Section 2.2.3, where
instead of choosing the composition of their consumption bundles in the second period 
consumers chose the value of their consumption expenditure by trading a risk-free 
security. While there are more choice variables in the state-preference model where 
consumers determine expenditure in each state, the financial securities reduce the number
of choice variables in the first period from at most N(1 + S) in the Debreu economy to at
most N + S in the Arrow–Debreu economy.

The state-preference approach clarifies the role played by financial securities in spread-
ing risk, where security demands are determined by preferences for patterns of consumption
over the states of nature. As noted earlier, consumer preferences are determined by their
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Definition 3.2 The Debreu economy with contingent claims is described by (u, x̄,
y(J )), where u and x– are, respectively, the vectors of utility functions and endowments
for the H consumers, and y(J) the vector of production technologies used by the 
J firms. In this economy where consumers have conditional perfect foresight a com-
petitive equilibrium can be characterized by the vectors of relative commodity prices
po and ps

* for all s, and the vectors of forward contract prices pfs
* for all s, such that:

i , solves the consumer problem in (3.1) for all h;
ii z0

j*, fs
j* and ys

j*, for all s, solves the producer problem in (3.4) for all j;
iii the goods markets clear at each t ∈{0, 1}, with

for all n and

for all n, s, and the forward market clears, with
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beliefs about the likelihood of states, and the utility from consumption in them. These two
components are separated later by using expected utility functions. Before doing so we
derive an asset pricing equation in the Arrow–Debreu economy where consumers have the
generalized state preferences in (3.1). This provides us with useful insights into the popular
asset pricing models examined later in Chapter 4. In particular, it highlights the important
role played by the restrictions they impose on consumer preferences and the distributions of
the security returns.

In the asset economy (k = 1, ... , K) securities trade in a frictionless competitive capital
market at prices pa: = {pa1, ... , pak}. Consumers hold them in portfolios 
with a current market value of , where for units they purchase and 
for units they sell.16 These portfolios have state-contingent payouts, with that
determine the pattern of their future consumption expenditure which is illustrated in 
Figure 3.2 when consumers have no endowments in the second period. Thus, all their future
consumption expenditure is funded from the security payouts.

When consumers have endowments in both periods we can write the budget constraints
for the consumer problem in (3.2) as

(3.7)

where η0 = V0 − Z0 is profit in private firms which is paid to consumers as shareholders.17

In the absence of trading constraints, optimally chosen security trades satisfy

(3.8)

with ϕh being the (1 × S) row vector of state-contingent discount factors, R the (S × K)
payout matrix and pa the (1 × K) row vector of security prices.18 The structure of the payout
matrix R determines how much flexibility consumers have to choose their patterns of state-
contingent consumption. In a complete capital market they can trade in every state of nature,
which leads to the following definition.

ϕh
aR p= ,

I X V

I X R ss s s

0 0 0 0≡ − −
≡ + ∀

η ,

, ,

R a Rs
h

k k
h

ks= ∑ ,
ak

h < 0ak
h > 0V p ah

a
h

0 =
a a ah h

k
h: { ,... , }= 1

78 Uncertainty and risk

t = 0 t = 1

X1
h(R1

h)

X0
h

(ah)

X2
h(R2

h)

X3
h(R3

h)

X4
h(R4

h)

Xs
h(Rs

h)

•   •
•   •
•   •
•   •
•   •
•   •

Figure 3.2 Commodity and financial flows in the Arrow–Debreu economy.



Consider the following payout matrix for a full set of conventional securities, which have
payouts in more than one state, in a three-state world:

Securities 1 and 2 are risky, while security 3 is risk-free.19 In a complete capital market con-
sumers can create a full set of primitive (Arrow) securities with payouts in a single state of
nature, where the payout matrix becomes

They are created by bundling conventional securities into portfolios, where R1
p is obtained by

purchasing a unit of conventional asset 3 and selling a unit of conventional asset 2, 
R2

p by purchasing a unit each of conventional assets 1 and 2 and selling a unit of conven-
tional asset 3, and R3

p by purchasing a unit of conventional asset 3 and selling a unit of con-
ventional asset 1.20 Clearly, the two conditions in Definition 3.3 must hold for the capital
market to be complete for consumers. They cannot trade in every state, even with a full set
of linearly independent securities, when there are constraints on their security trades – in
particular, short selling constraints that restrict borrowing.

In a complete capital market (where R is non-singular) price-taking consumers equate
their discount factors in (3.8), with

where R−1 is the inverse of the payoff matrix. In an incomplete capital market they can have
different state-contingent discount factors. Most formal analysis with incomplete 
markets provides no explicit reason for the absence of a full set of linearly independent 
securities. It is normally assumed, often implicitly, there are trading costs or consumers face
borrowing constraints. It is important to model the incompleteness endogenously because it
affects equilibrium outcomes, particularly with respect to their welfare effects. And we
cannot automatically conclude there is market failure when transactions costs make the cap-
ital market incomplete. If they are minimum necessary costs of trade the equilibrium out-
come is (Pareto) efficient when traders are price-takers. Any traders with a transactions cost
advantage can supply securities with new patterns of returns across the states, and this gives
them market power that can violate the competition assumption.
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Definition 3.3 The capital market is complete for consumers when there are:

i as many linearly independent securities (K) as states of nature (S), with rank [R] = S; and
ii no constraints on consumer security trades.
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All investment in the Arrow–Debreu economy is undertaken by (j = 1, ... , J) private firms
who trade portfolios of financial securities in the first period with a market 

value of V0
j = pa a j to fund their input purchases units sold and for 

units purchased. In the second period they make state-contingent payouts to securities

from their net cash flows where the problem for each firm, is

(3.9)

using to denote the value of the security payouts in state s. In the absence of
trading constraints their optimally chosen security trades satisfy

(3.10)

with ϕ j being the (1 × S) row vector of state-contingent discount rates. In the following analy-
sis firms (or their agents, financial intermediaries) trade securities to exploit any expected
profits. This activity is especially important for the no arbitrage condition in models with taxes
on security returns where consumers face borrowing constraints to restrict tax arbitrage.21

In a complete capital market price-taking firms equate their state-contingent discount
rates in (3.10):

When consumers and firms trade in frictionless competitive markets, we have the following
definition:22

This is the same as the real equilibrium outcome in the Debreu economy in Definition 2.3
due to the absence of trading costs. They are different when trading costs are included and
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Definition 3.5 The Arrow–Debreu asset economy is described by (u, x–, y(J), R),where R is the
S ×K payout matrix for a completed capital market (with rank (R) = S ). In this economy, where
consumers have conditional perfect foresight, a competitive equilibrium can be characterized
by vectors of security prices p*

a,, commodity prices in the first period p0
* and state-contingent

commodity prices  ps
* such that:

i for all s, solve the consumer problem in (3.2) with income defined in (3.7) for all h;

ii for all s, solve the firm problem in (3.10) for all j;

iii the capital market clears, with for all k, and the goods market clear, with 

for all s.

With more than two time periods the state-contingent variables are made event-contingent, where each
event is a subset of the state space that identifies variables in a specified time period.
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Definition 3.4 The capital market is complete for firms when there are:

i as many linearly independent securities (K) as states of nature (S), with rank [R] = S; and
ii no constraints on firm security trades.



financial securities and forward contracts have different impacts on them. Indeed, there are
circumstances where forward contracts and financial securities will both trade. To simplify
the analysis we follow standard practice and rule out that possibility by excluding trading
costs and forward contracts. When consumers and firms face the same payoff matrix R and
vector of security prices they use the same discount factors in their pricing models in (3.8)
and (3.10), respectively, with

This leads to the Arrow–Debreu pricing model (ADPM),

ϕR = Pa ∀ h, j, (3.11)

where the vector of discount factors (ϕ) are prices of the primitive (Arrow) securities.This
is confirmed by using the payout matrix for a full set of primitive securities, where Rp is the
identify matrix. For three states it is

Thus, by using (3.11), we have .ϕ = pa
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Box 3.1 Obtaining primitive (Arrow) prices from traded security prices

Three securities have the following market prices for the payouts in three possible states of nature:

Current
Payouts ($)

Security Price ($) State 1 State 2 State 3

ADL Share 12 0 15 30
Intec Share 21 60 0 20
Govt. Bond 19 20 20 20

Since the payouts to these securities are linearly independent (which means none of the secu-
rities can be replicated by combining the other two in a portfolio) we can solve the primitive
(Arrow) prices using the following system of equations:

12 = ϕ2 15 + ϕ3 30

21 = ϕ1 60 + ϕ3 20

19 = ϕ1 20 + ϕ2 20 + ϕ3 20

where ϕ = {0.3, 0.5, 0.15}. The risk-free interest rate can be obtained by pricing a risk-free
bond that pays one dollar in every state, with pB = �s ϕs = 0.95 = 1/(1 + i), where i = 0.05. The
ADPM is not used in practice because the number of states is potentially large, and that makes
them difficult to identify, particularly in a multi-period setting. The popular pricing models in
finance proceed by adopting expected utility functions to decompose the state probabilities and
discount factors embedded in the Arrow prices. We do this in following sections.



Arbitrage plays an important role in this model because it equates the prices of assets with
the same state-contingent payouts. Thus, there are no arbitrage profits in a frictionless 
competitive capital market equilibrium, which leads to the following theorem.

It is important to understand what competition means in a state-preference model.
Security trades by price-taking consumers and firms cannot change the risk-spreading
opportunities available to the capital market. In other words, they cannot supply new 
securities as perfect substitutes can be created by bundling together existing traded securi-
ties. Formally, for any new security m, there exists a derivative security (d) such that

where Rm is the column vector of state-contingent payoffs in R for secu-
rity m, and Rd the vector of state-contingent payoffs from combining other traded assets 
k ≠ m in R. 

It is straightforward to see how this condition holds in a frictionless complete capital
market when consumers have common beliefs about the state-contingent commodity prices
and state-contingent security returns. It is a much stronger requirement, however, when the
capital market is incomplete. If trade is not possible in some states due to trading costs, no
one will create new trading opportunities when traders face the same costs. Traders capable
of creating new risk-spreading opportunities must have a cost advantage. For example, some
firms may have production technologies that allow them to trade at lower cost in some states
through their investment choices.23 Before we can properly solve an equilibrium with an
incomplete capital market it is important to specify the reasons why the incompleteness
occurs in the first place. And this is particularly important for making any assessment about
the welfare properties of the equilibrium outcome.

As a way to demonstrate the role of the no arbitrage condition, consider the arbitrage port-
folio which combines security m with its perfect substitute (d), where the problem for the
arbitrageur (A) is

(3.12)

Using the first-order conditions for this problem, we have Rm /Rd = pam /pad. The role of arbi-
trage is illustrated in Figure 3.3 where the budget constraint passes through the origin
because the portfolio is self-funding. The dashed iso-profit lines isolate combinations of
security holdings with the same profit. There are profits from going long in security m and
short in security d when the relative payouts on security m exceed its relative price, with pam /
pad > Rm /Rd. The portfolio C generates profit ηAC, but it is not an equilibrium unless con-
straints stop further trades. In fact, the demand for security m is unbounded whenever pam /
pad > Rm /Rd, while the reverse applies when pam / pad < Rm / Rd. This arbitrage activity 
eliminates any profit by mapping the iso-profit lines onto the budget constraint, where in
equilibrium pam /pad = Rm /Rd.
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Theorem 3.1 The no arbitrage condition holds in a competitive capital market described by (R,
pa) if and only if ϕR = pa for ϕ >> 0.
Proof. Any arbitrage portofolio aA (containing non-trivial elements and requiring no initial net
wealth) with RaA = 0 must have a market value of:

paaA = (ϕR) aA = ϕ(RaA) = 0. �



3.2 Consumer preferences

The flow chart in Figure 3.4 provides a schematic summary of the relationship between the
different preference mappings over uncertain consumption expenditure used in finance
applications. In the following analysis we adopt the convention of placing a tilde (~) over
random variables, where I~ takes values from the set of state-contingent incomes, with
I~ = Is for s ∈ S. When objective probabilities (πs) are assigned to states of nature the
expectations operator is denoted E(•), while it is denoted Eh(•) for subjective probabilities

with Σsπs = 1 and , respectively. Similarly, state-independent pref-
erences are denoted by utility function and state-dependent preferences by the func-
tion 24

In its most general form the Arrow–Debreu model employs generalized state preferences.
These are preference mappings over the expanded commodity space where goods are char-
acterised by type, location, time and event. But they do not separate probability distributions
over states from the utility consumers derive in those states. In many applications it is useful
to isolate the probability assessments made by consumers, where the most familiar approach
uses the von Neumann–Morgenstern expected utility function (von Neumann and
Morgenstern 1944). It weights the utility consumers derive in each state by its probability
and then sums them over states, where the objectively determined probabilities are common
to consumers and the utility functional is state-independent. All the popular pricing models
examined in Chapter 4 adopt these preferences.

Savage (1954) extends the von Neumann–Morgenstern analysis by allowing consumers
with different information to have different subjective probabilities. More recent work has
moved away from the expected utility approach – for example, Machina (1982) relaxes the
independence axiom – while others extend the expected utility approach – Mas-Colell et al.
(1995) adopt state-dependent preferences with objective probabilities, while Karni (1985)
adopts state-dependent preferences with subjective probabilities. Most of these extensions
are subject to criticisms about the unrealistic nature of one or more of the axioms 
upon which they are based.25 This is a reflection of how difficult it is to isolate subjectively
assigned probabilities, particularly when the utility functions are state-dependent. 

U I s( , ).�
U I( ),�

Σs s
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This separation is very useful because it identifies the important role of information when
people form their probability beliefs, and different subjective probabilities result from con-
sumers having different information. A lot of economic activity in financial markets
involves gathering and trading information, where traders with different costs of obtaining
information are likely to have different probability beliefs.

As noted earlier, the generalized state-preference function v(I
~
) does not separate proba-

bilities from utility over consumption expenditure in each state. It is based on the same 
minimal restrictions imposed on preferences in a certainty setting, where rankings over 
consumption bundles should be complete, transitive and continuous. Any risk assessment is
embedded inside the generalized function itself. By adopting the independence axiom,
which leaves preferences over any two random events unaffected by combining each of them
with a common third event, we can measure consumer preference rankings using expected
utility functions that separate the probabilities from utility over consumption expenditure.
Also, when consumers assign objective probabilities to states and use state-independent 
utility functions to measure consumption benefits they have NMEU functions, denoted 

Thus, any preferences they have for patterns of consumption expenditure over
uncertain states are determined by the statistical properties of the probability density function.

While this utility function seems entirely appropriate for evaluating payoffs to lotteries
which have objective probabilities that can be readily computed by consumers, like those
associated with roulette-wheel type lotteries, it may not be suitable for evaluating 
consumption bundles that are contingent on random states of nature, like those associated
with horse-race type lotteries.26 Since states of nature are determined by combinations of a
potentially large number of exogenously determined environmental variables, it seems more

E U I( ) .�{ }

The independence axiom

Normally distributed income

Generalized state preferences
v (I1, ... , IS)

Expected utility
State-independent State-dependent

NMEU
E{U(I )}

SEU
Eh{U(I )}

SDEU
E{U(I, s)}

SDSEU
Eh{U(I, s)}

Mean–variance
preferences
V(E(I ), σI)

Subjective mean–
variance preferences

V(Eh(I ), σh
I)

~ ~ ~ ~

~ ~

Figure 3.4 Consumer preferences with uncertainty and risk.



appropriate that consumers will assign subjective probabilities to them. In contrast, they 
can assign objective probabilities to random outcomes generated by roulette-wheel type 
lotteries because less information is needed and it is more accessible.

It seems reasonably clear from the way the NMEU function is derived that it focuses on
individual risk from roulette-wheel type lotteries without recognizing (at least explicitly) the
aggregate uncertainty from states of nature. For most individual risk there is good informa-
tion about the probabilities of payouts, and when it is the only source of income uncertainty
NMEU seems appropriate. But income is also subject to aggregate uncertainty about the
states of nature, where consumers are much more likely to assign different probabilities to
states, particularly when they have different information because it is costly to obtain.27

Savage (1954) and Anscombe and Aumann (1963) recognize this by deriving the subjective
expected utility (SEU) function Eh{U(I

~
)}. This assigns subjective probabilities to states of

nature and uses a state-independent utility function to assess the benefits from consumption
expenditure. Additional behavioural postulates are required for this function, which include
the sure-thing principle that extends the independence axiom to state-contingent outcomes,
and conditions to describe the way consumers form their probability beliefs.28 This is a 
particularly useful extension because it isolates the role of costly information when 
consumers assign probabilities to states.

Subsequent work has argued that the SEU function should in fact be state-dependent
because the same consumption bundle in one state may not generate the same benefits in
another state. For example, consumers are unlikely to get the same benefits from a bundle
of food in a state where they are healthy as they would get from the same bundle in a state
where they are sick. Mas-Colell et al. (1995) respond to this problem by deriving a 
state-dependent expected utility function. They extend the NMEU function with objective
probabilities by allowing state-dependent preferences, while Drèze (1987), Fishburn (1974),
Grant and Karni (2004), Karni (1993) and Karni et al. (1983) derive state-dependent 
subjective expected utility functions. Unfortunately they all have drawbacks that result from
their different behavioural postulates. For example, Drèze gives consumers the ability to
determine states, while Fishburn has consumers making comparisons between 
mutually exclusive outcomes. It is a very difficult task to separate subjective probabilities
from state-dependent preferences, a point that is perhaps best appreciated by noting 
that the expected utility function in these circumstances is If consumers 
have the same probabilities we can identify the role of their state-dependent preferences 
by evaluating expected utility with constant consumption (which is where the 
consumption bundle is the same in every state). Alternatively, when they have 
state-independent preferences we can identify their subjective state probabilities by 
doing the same thing. But when they have subjective probabilities and state-dependent pref-
erences it is not possible to separate them without placing additional restrictions on 
preferences.

A further extension to NMEU defines consumer preferences over the mean and variance
in their consumption expenditure using the indirect utility function V(•). Many applications
in economics adopt this approach to simplify the analysis. For example, all the asset pricing
models examined in Chapter 4 use mean–variance analysis. Later in Section 3.3.3 we show
there are two ways of justifying this approach – one assigns quadratic preferences to 
consumers, while the other requires consumption expenditure to be a normally distributed
random variable. If consumers also assign objective probabilities to states of nature 
they have the mean–variance function where is expected consumptionE I( )�V E I( ( ), ),� σ1

∑ s s
h

sU I sπ ( , ).
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expenditure and σI its standard deviation, while they have the subjective mean–variance 
function when they assign subjective probabilities to states.

3.2.1 Von Neumann–Morgenstern expected utility

Most empirical applications in finance adopt NMEU functions because they simplify uncer-
tainty analysis considerably. Consumers with state-independent preferences choose patterns
of consumption across states based on their risk aversion, relative commodity prices and the
state probabilities. And by trading in a frictionless competitive capital market with common
probabilities they have the same growth rates in marginal utility over time. That means 
consumers will face the same consumption risk, which is why the popular consumption-
based pricing models we examine in Chapter 4 are functions of factors that determine 
aggregate consumption risk. But NMEU has obvious limitations – in particular, state-
independent preferences may not be appropriate in such applications as the economics of
health care insurance.29 Once we relax state-independence and/or common objective 
probabilities consumers can face different consumption risk where the asset pricing 
equations are functions of a much larger number of factors. The behavioural postulates for
the NMEU preferences are summarized as follows:

i The standard preference relation (�) applies to rankings of consumption bundles (in the
(1 + S)-dimensional commodity space), where � is complete, transitive and continuous.

ii The independence axiom holds – so that common alternatives within each state are irrel-
evant when ranking money payoffs to lotteries. For example, the preference ranking over
two lotteries L and L′ will not be changed by combining them both with a third lottery
L′′. Thus, if L � L′ then [(1 − π′′)L + π′′L′′] � [(1 − π′′) L′ + π′′ L′′] when the independ-
ence axiom holds.

iii The preference relation � is state-independent.
iv Consumers assign objective probabilities to lotteries and states. 

There is evidence from behavioural experiments that the independence axiom is violated
in practice. The most widely cited example is referred to as the Allais paradox (Allais 1953)
which finds people ranking the lotteries summarized in Table 3.1 in a manner that is 
inconsistent with the independence axiom. Most people choose A over B and C over D, but
when the independence axiom holds D is preferred to C (whenever A is preferred to B).

V E Ih
I
h( ( ), )� σ
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Box 3.2 Anecdotal evidence of state-dependent preferences

Aumann provides Savage with the example of a man whose sick wife has a 50 per cent chance
of surviving an operation she must undergo. He is offered a choice between betting $100 dol-
lars that she will survive the operation and betting the same amount on heads in the toss of a fair
coin. It is argued that he will likely choose the bet on the operation if he loves his wife, because
in the event that she dies he could win $100 on the coin toss when it is worth very much less to
him. Aumann argues this is an example of a situation where the value is state-dependent. Savage
responds by arguing it can be accommodated in a model with SEU when preferences are state-
independent by making the full set of consequences from the lotteries available in every state.
But that would require making comparisons between incompatible outcomes where, in the
example provided by Aumann, one outcome has the man winning $100 dollars and his wife dies
in a state where she survives the operation. These exchanges between Aumann and Savage are
published in Drèze (1987).



Empirical tests of the consumption-based pricing models suggest the state-independence
assumption may also be violated in practice. Experimental studies find evidence of 
consumers placing more weight on bad outcomes than they do on good outcomes. Benartzi
and Thaler (1995) and Barberis et al. (2001) model this as loss aversion for consumers with
state-independent preferences, but it may in fact be evidence that they have state-dependent
preferences. Indeed, even anecdotal evidence suggests that a significant proportion of 
consumption benefits do depend on states of nature, particularly with respect to personal
health, but also the prevailing weather conditions.

There is also evidence that consumers assign different subjective probabilities to states of
nature due to differences in their information sets. Traders in financial markets gather 
information about the fundamental determinants of the future payouts to securities. By 
specialising in particular types of securities they get information at lower cost and make
profits – at least until the information is reflected in security prices. When the efficient 
markets hypothesis holds in its strongest form, security prices reflect all past and current
information as well as security prices in past periods. But there is evidence that profits can
be made from systematic trading rules. For example, there is a weekend effect where 
security prices fall over weekends when markets are closed, a January effect in the US where
security prices are systematically higher at the beginning of the month, a small-firm effect
where firms with relatively low market values paid higher rates of return on average than
the entire stock market index over the period between 1960 and 1985, and a closed end fund
effect where the value of mutual funds that bundle together a fixed number of shares trade
at lower valuations than the sum of the market valuations of their shares.

Despite these concerns about the NMEU approach to measuring consumer preferences in
the presence of uncertainty and risk, it is widely used in economic analysis. With multiple
time periods most analysts make the expected utility function time-separable with a constant
subjective discount factor (δ), where, for an infinitely lived agent, we have:

(3.13)

with 0 < δ ≤ 1 being a measure of impatience for future consumption expenditure which is
determined by the rate of time preference (ρ), with δ = 1/(1 + ρ).

As noted earlier, consumers who can trade in every state of nature will, in the absence of
trading costs or other market frictions, have the same expected growth rate in their marginal
utilities and, as a consequence, face the same consumption risk. For that reason they meas-
ure risk in securities by their contribution to aggregate consumption risk. This is demon-
strated in Section 3.3 below by using NMEU to derive the consumption-based pricing model
(CBPM) from the ADPM in (3.11).
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Table 3.1 Lottery choices: the Allais paradox

Probability of $5m Probability of $1m Probability of $0

A 0 1.0 0
B 0.1 0.89 0.01
C 0.1 0 0.9
D 0 0.11 0.89
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3.2.2 Measuring risk aversion

Risk aversion plays a key role in determining the equilibrium risk premium in security
returns, and there is evidence that it changes with wealth; consumers with relatively more
wealth are likely to be marginally less risk-averse. In project evaluation analysts include a risk
premium in discount factors on risky net cash flows, and the task is less complex when con-
sumers measure and price risk in the same way. In effect, risk aversion measures the degree
of concavity in the utility function over uncertain consumption expenditure. An example is
shown in Figure 3.5 where income can vary between I1 and I2 with probabilities π1 and π2,
respectively. To simplify the analysis we assume there is one future time period. With 
state-independent preferences we can map utility from consumption in each state using the
function U(I

~
), where the loss in utility from facing the variance in income is U(Ī ) − EU(II

~
)

for Ī = E(I
~
). In monetary terms the consumer is prepared to forgo income RP(Ī )= Ī−Î to

receive Î with certainty. Clearly, this difference rises with the degree of concavity of the 
utility function.

Arrow (1971) and Pratt (1964) define a number of widely used measures of risk aversion.
The first of them is:

For a strictly concave utility function, such as the one illustrated in Figure 3.5, a negative
second derivative makes ARA positive. One way of isolating this measure of risk aversion
is to take a second-order Taylor series expansion around Ī for the relationship that defines
the risk premium (RP) in Figure 3.5, where EU(I~) = U[Ī − RP(Ī)], as

RP I
U I

U I
ARAI I( )
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Figure 3.5 Consumption with expected utility and objective probabilities.

Definition 3.6 The coefficient of absolute risk aversion (ARA) measures the curvature of the util-
ity function as

(3.14)ARA
U I

U I
:

( )

( )
= − ′′

′



The utility function exhibits constant absolute risk aversion when ARA is independent of
the level of income, it exhibits decreasing absolute risk aversion (DARA) when ARA
declines with income, and increasing absolute risk aversion (IARA) when ARA rises with
income. DARA has some intuitive appeal because consumers with relatively high incomes
(and wealth) are less averse to risk at the margin. When ARA declines as income rises the
utility function becomes less concave because U ′′ falls more than does U′.

Perhaps the most widely used measure of risk aversion is the following:

It is obtained as the coefficient on the variance in the proportional, rather than absolute,
change in consumption expenditure.32 Anecdotal evidence suggests consumers with higher
income (and wealth) have a lower ARA. But this may well be consistent with all consumers
having the same RRA. Indeed, there are empirical studies that find support for preferences
with a constant coefficient of relative risk aversion (CRRA). Alternatively they could have
decreasing relative risk aversion (DRRA) or increasing relative risk aversion (IRRA), as
none are ruled out by the conventional restrictions imposed on preferences in consumer
theory. It is ultimately an empirical question what values ARA and RRA take for consumers,
and whether they rise or fall with wealth.

There is more empirical support for DARA than there is for DRRA. Barsky et al. (1997)
used survey data to find that RRA rises and then falls with wealth, while Guiso and 
Paiella (2001) used survey data to find that DARA and IRRA. Experimental studies by
Gordon et al. (1972), Binswanger (1981) and Quizon et al. (1984) found 
support for IRRA because the fraction of wealth consumers invest in risky securities
declines with their wealth, contrary to US household data where the fraction of wealth 
consumers invest in risky securities increases as their wealth increases. Peress (2004)
includes costly information to explain these conflicting observations, where increasing
returns to information acquisition are large enough to overturn the tendency for consumer
portfolio shares to decrease with wealth. Estimates of the value of the coefficient of 
RRA range from near 0 to 2. For example, Friend and Blume (1975) obtain an estimate 
from US household data around 2, and Fullenkamp et al. (2003) use data from a television
game show with large amounts of money at stake and find a value in the range from 
0.6 to 1.5.

3.2.3 Mean–variance preferences

Most consumption-based pricing models are derived using mean–variance analysis where
preferences for future consumption can be completely described by the first two moments of
the probability distribution over state-contingent outcomes. This occurs when consumption
expenditure is normally distributed, or when consumers have mean–variance preferences.33

Either way, the utility functions must be state-independent for consumers to care only about
the statistical distribution of their future consumption. Any preference they have for 
consuming in one state over another is determined solely by their probabilities, 
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Definition 3.7 The cofficient of relative risk aversion (RRA) is a normalization of ARA that
accounts for the initial value of consumption:

(3.15)RRA
U

U
I: .=

(I)

(I)
− ′′

′



where the one with higher probability is preferred. A mean–variance analysis adopts one of 
the two state-independent utility functions in Figure 3.4, where expected income with 
objective probabilities is defined as E(II

~
) =ΣsπsIs, and with subjective probabilities as 

, while the variance in income is defined as and

, respectively.

3.2.4 Martingale prices

Traders in financial markets form expectations about the economic returns to securities that
can be paid as a combination of capital gains and cash distributions. By exploiting any prof-
its they invoke the no arbitrage condition on security returns. This activity highlights the
important role of information, where traders compute the statistical properties of the net rev-
enues generated by underlying real assets from which security returns are paid. The income
paid to shareholders ultimately comes from production activities by the firms who issue
shares, and investors gather information about these activities as well as any other condi-
tions that will affect the economic income they generate. Traders who can acquire and
process information more efficiently can make profits by finding assets with the same risk
paying different expected returns. This arbitrage activity, if unrestricted, will feed private
information into current security prices until assets with the same risk pay the same
expected returns in a competitive equilibrium. Unless traders have more information than
does the market (which is the public information reflected in current security prices) they
cannot expect to make profits from trading securities. In particular, no trading rule can out-
perform a buy and hold strategy when the no arbitrage condition holds.

Loosely speaking, this is referred to as the efficient markets hypothesis. Fama (1970)
argued the capital market is efficient when the information of traders is included in security
prices, and identified three different versions of efficiency based on three different informa-
tion sets: a weak form of efficiency when information is based on past prices; a semi-strong
form of efficiency when the information is past prices plus publicly available information;
and a strong form of efficiency when the information also includes insider information.
There is considerable interest in finding an economic model of asset pricing that is consis-
tent with the efficient markets hypothesis.34 Samuelson (1965) did this using a martingale
model, where random variable xt is a martingale with respect to an information set ωt if it
has E(xt+1|ωt) = xt, with E(•) being the expectations operator. By a process of iteration the
expected future values of the variable are the same as its current value. Samuelson argued
security prices will be a discounted martingale if consumers are risk-neutral. Basically, the
prices of securities paying only capital gains must rise at the risk-free interest rate when the
no arbitrage condition holds for risk-neural consumers. And that makes discounted future
prices equal to current prices.35

The martingale model can be demonstrated by writing the state-contingent discounts 
factors in (3.11) as ϕs = 1/(1 + is) for all s. When consumers are risk-neutral these discount
factors become ϕs = πs/(1 + i) for all s, where 1/(1 + i) is the price of a risk-free bond, with
Σsϕs = 1/(1 + i). Moreover, when payouts in R are security prices (without dividend pay-
ments), with Rks = paks for all k, s, the ADPM in (3.11) can be decomposed as:
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Prices deviate from this discounted martingale model when consumers are risk-averse 
as their discount factors are a combination of risk preferences and probability assessments
about the states. Ross (1977a) showed that we can always derive a normalized expectations
operator that makes security prices discounted martingales. This is achieved by normalizing
the vector of state-contingent discount rates, which are prices of primitive (Arrow) 
securities, as π*

s = ϕs/Σsϕs for all s, where Σsϕs = 1/(1 + i) is the price of the risk-free bond
that pays one unit of the numeraire good in every state. These normalized prices have the
same property as probabilities, with but they are not strictly probabilities, unless 
consumers are risk-neutral. For risk-averse consumers the normalized Arrow prices are
combinations of subjective probability assessments about the likelihood of states and 
their preferences for transferring income between states and the current period. By 
using these normalized prices as the expectations operator we can rewrite the ADPM 
in (3.11) as:

with Clearly, when the payouts in R are security prices, we have E*(Rk)/
(1 + i) = p*Rk/(1 + i) = pak for all k, using the normalized expectations operator E*(.) with 
normalized Arrow prices as probabilities. Thus, security prices are discounted martingales
based on the normalized expectations operator. These normalized Arrow prices are frequently
referred to as risk-neutral probabilities because they play the same role as probabilities when
security payoffs are discounted using the risk-free return. Indeed, when consumers are 
risk-neutral the normalized Arrow prices are probabilities, with π*

s ≠ πs for all s, but when
they are risk-averse the normalized prices contain a risk premium, and π*

s ≠ πs for all s.

π π π* *: ( , , ).*= 1 … S

π∗ R

i
pa1+

= ,

Σs sπ* =1
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Box 3.3 Obtaining martingale prices from traded security prices

As a way to illustrate how the (discounted) martingale pricing model is used to value capital
assets, we derive a normalized expectations operator by dividing the primitive (Arrow) prices
in Box 3.1 by their sum (Σsφs = 1/(1 + i) = 0.95), where

π* ≈{0.32,0.52,0.16}.

These normalized prices are used to value the payouts on capital assets when they are dis-
counted by the risk-free interest rate. For the three traded securities in Box 3.1, we have

This example makes it clear how normalized Arrow prices are state probabilities for risk-neu-
tral consumers. We can see the role of risk aversion in the Arrow prices by comparing the nor-
malized expectations operator in the martingale model to the state probabilities (π), where:

π ≈{0.35, 0.55, 0.10}

Risk aversion places extra weight on payouts in the third state and less weight on payouts in
the first two states.
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Notice how the normalized expectations operator shifts the risk premium from the discount
rates (ϕ) in (3.11) to the expectations operator π*.

3.3 Asset pricing in a two-period setting

In this section we derive the consumption-based pricing model (CBPM) in a two-period 
setting by assigning NMEU functions to consumers in the Arrow–Debreu asset economy. 
As noted above, there are four popular pricing models in finance that are special cases of
the CBPM where consumers have the same consumption risk. Thus, they measure and 
price the risk in capital assets in the same way.36 As preparation for the analysis in 
Chapter 4, we examine the properties of the CBPM. In particular, we look at why consumers
have the same consumption risk, and why diversifiable risk attracts no risk premium. 
We extend the CBPM by adopting power utility functions and mean–variance analysis. 
Both simplify the analysis considerably: power utility makes consumption expenditure 
in each time period a constant proportion of wealth, and mean–variance analysis 
restricts the information needed to summarize the statistical properties of consumption
expenditure.

3.3.1 Asset prices with expected utility

In a two-period setting most analysts make the NMEU function time-separable, with

(3.16)

where 0 < δ ≤ 1, and . By using these preferences we can rewrite the
ADPM in (3.11) as the consumption-based pricing model (CBPM),

E(m~ R
~
) = pa, (3.17)

where E(•) = Σsπs(•) is the common expectations operator, the stochastic 
discount factor, which is also referred to as the pricing kernal or state price density, and

� �m U I U I= δ ′ ′( ) / ( )o

E U I U Is s s( ) ( )�{ } = Σ π
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Box 3.4 Using the CBPM to isolate the discount factors in Arrow prices

We can decompose the primitive (Arrow) prices obtained in Box 3.1 earlier by using the
CBPM. When consumers with common expectations use the state probabilities π: = {0.35,
0.55, 0.10} their stochastic discount factors are obtained by dividing the Arrow prices by their
respective probabilities, with ms = ϕs/πs, where:

m ≈ {0.86, 0.91, 1.50}.

By using these discount factors and the state probabilities we can decompose the three secu-
rity prices in Box 3.1 as follows:

p
ADLShare

= × × + × × ≈( . . ) ( . . ) ,0 55 0 91 15 0 10 1 50 30 12

pp
IntecShare

= × × + × × ≈( . . ) ( . . )0 35 0 86 60 0 10 1 50 20 221

0 35 0 86 20 0 55 0 91 2

,

( . . ) ( . .p
Govt.Bond

= × × + × × 00 0 10 1 50 20 19) ( . . ) .+ × × ≈



the vector of random payouts to the securities. By using NMEU
we can separate risk assesments from the marginal utility derived from consumption expen-
diture in the stochastic discount factor in (3.11) as

Since consumers use the same expectations operator E(•), and face a common payoff
matrix R and common vector of security prices pa, they have the same stochastic discount
factor in the CBPM.37

It is possible to obtain a so-called beta model from (3.17) by writing the price of any risky
security k as

(3.18)

After defining random security returns as  , and solving the price of the
risk-free bond that pays one dollar in every state as , we have

(3.19)

where is the beta coefficient that measures the quantity of 

market risk in security k, and the price of market risk which is independ-
ent of k.

λm m E m= Var( )/ ( )� �
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Box 3.5 Using the CBPM in (3.18) to compute expected security returns

The decomposition in (3.18) can be confirmed by using the state probabilities π: = {0.35, 0.55,
0.10} and stochastic discount factors m ≈ {0.86, 0.91, 1.50}, derived in Box 3.4, to compute
the current prices of the three securities in Box 3.1. Since the price of a risk-free bond that pays
one dollar in each state is the risk-free interest rate is i = 0.0526316. The
expected payouts and rates of return for each security, together with their covariance terms, are
summarized below.

Security

ADL Share 11.25 1.3125 −0.0625 −0.109375
Intec Share 23 −0.85 0.0952381 0.040476
Govt. Bond 20 0 0.0526316 0

Using the pricing equation in (3.18), with , we have:
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The CBPM in (3.17) provides a number of very useful insights into the way expected
security returns are affected by risk. First, in equilibrium the (risk-free) interest rate (i) is
determined by the rate of time preference (r), consumer risk aversion and the growth in
aggregate consumption expenditure. To see why that is the case, use δ = 1/(1 + r) to write

as:

Risk-neutral consumers (with constant U′(I)) have a rate of time preference equal to the
interest rate (with ρ < i). Expected consumption growth and risk aversion both cause the rate
of time preference to fall below the interest rate. We have ρ < i with (a) consumption growth
and no uncertainty, where U′(I0) > U′(I1) and (b) no expected consumption growth and 
uncertainty (with E(I~) = I0 and , where risk aversion drives down expected utility 

(with ).EU I U I′ ′( ) ( )� < 0

σ I
2 0> )

1 1 0+ = +i
U I

EU I
( )

( )

( )
.ρ

′
′ �

E m i( ) / ),� = +1 1

94 Uncertainty and risk

Box 3.6 Using the CBPM in (3.19) to compute expected security returns

To use the beta version of the CBPM in (3.19) we need to calculate the random rates of return
for each of the three securities (k) in Box 3.1 using . They are summarized below
with their expected values and covariance with the stochastic discount factor.

Security returns

Security State 1 State 2 State 3

ADL Share −1 0.25 1.5 −0.0625 −0.109375
Intec Share 1.8571429 −1 −0.047619 0.0952381 0.040476
Govt. Bond 0.0526316 0.0526316 0.0526316 0.0526316 0

We obtained these expected returns for each security as the probability-weighted sum of 
their returns in each state, using π: = {0.35, 0.55, 0.10}. They can also be obtained by using
the beta model in (3.19), with , where and 
λm = Var(m~ )/E(m~). For the stochastic factors computed in Box 3.5, with m ≈ {0.86, 0.91, 1.50},
we have E(m~) = 0.95 and Var(m~ ) = 0.0341883, where:

In practice the stochastic discount factors in (3.17) are (potentially complex) non-linear func-
tions of a large number of exogenously determined variables in the economy. Thus, the two ver-
sions of the CBPM in (3.18) and (3.19) are difficult to obtain from observable data. The
popular pricing models examined later in Chapter 4 rely on additional assumptions to make the
stochastic discount factor linear in a small number of state variables reported in aggregate data.
While that makes them easier to use, they are less robust empirically.
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Second, no premium is paid for diversifiable (idiosyncratic) risk when it can be costlessly
eliminated in a frictionless competitive capital market. This is referred to as the mutuality
principle, where consumers use financial securities to pool this risk and eliminate it from
their consumption. When the return on a risky security j (with σ2

j >0) has zero covariance
with aggregate consumption , then from (3.19) its expected return must be
equal to the risk-free return, with īj = i. Only market risk is priced by the CBPM when diver-
sifiable risk can be costlessly eliminated from consumption.40

Third, in a complete capital market the competitive equilibrium outcome in the
Arrow–Debreu asset economy is Pareto optimal where consumers have the same stochastic
discount factor (m~ ) in (3.17). Thus, they have the same discounted growth in their marginal
utility from consumption, and with diminishing marginal utility, changes in marginal utility
are negatively correlated with changes in consumption so that consumers face the same 
consumption risk. Thus, security returns that covary positively with aggregate consumption
pay a risk premium because they contribute to consumption risk. In general, however, the
functional relationship between the risk premium on security returns and their covariance
with aggregate consumption is non-linear due to the concavity of the utility function. Thus,
we cannot replace the beta coefficient in (3.19) with a consumption-beta coefficient 
without placing further restrictions on preferences and/or the stochastic properties of aggre-
gate consumption and security returns.

One of the most common ways of obtaining a closed-form solution for the stochastic dis-
count factor in (3.17) is to adopt a power utility function, which normally takes the form

(3.20)

where γ is the CRRA.41 Since it has a constant CRRA there is a one-to-one mapping between
changes in marginal utility and changes in aggregate consumption. This is confirmed by
using these functions to solve the stochastic discount factor in (3.17) as:42

(3.21)

By using them to measure the wealth of an infinitely lived representative consumer, we have

(3.22)

where is the growth rate in consumption in period t. With log utility (γ = 1)
consumption is a constant proportion of wealth in each period, where the stochastic discount
factor over period t to t + 1 is equal to with being the return on
wealth.43 There is a linear relationship between the expected return on securities and their
covariance with aggregate consumption for both versions of the power utility function in (3.20)
when security returns are jointly log-normally distributed with aggregate consumption.44
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Another important feature of power utility functions is the inverse relationship between
the elasticity of intertemporal consumption expenditure (Ω) and CRRA. Both are measures
of the curvature of the utility function over consumption expenditure, where the first relates
to differences over time and the second to differences over uncertain outcomes in each
period. This inverse relationship is confirmed by using (3.20), with γ ≠ 1, to write the 
marginal rate of substitution between consumption over time as

After taking the log of this expression we obtain the elasticity of intertemporal consumption
expenditure:

(3.23)

This tells us how sensitive intertemporal consumption is to changes in its relative cost,
where changes in the marginal rate of substitution are driven by changes in the relative price
of consumption over time. Thus, when consumers with power utility have a high CRRA they
dislike changes in consumption within each period and also across time periods, while the
reverse applies when they have a low CRRA. In other words, highly risk-averse consumers
regard consumption as highly complementary across uncertain outcomes and also across
time periods. They prefer smooth consumption flows over their lives.45

3.3.2 The mutuality principle

To demonstrate the way consumers can costlessly eliminate diversifiable risk from their
consumption in a complete capital market, we consider a two-period endowment economy
with two states of nature.46 In the good state (G) individuals consume their income endow-
ments (which they can transfer between periods by trading securities), while they incur a
common income loss L in the bad state (B). The bad state occurs with exogenous given prob-
ability πB and the good state with probability πG = 1 − πB, for all consumers. To simplify the
analysis we allow consumers to trade a full set of primitive (Arrow) securities in the first
period, one for each state, with respective prices and . They use them to transfer their
consumption expenditure over time and between states to maximize NMEU functions,
where the consumer problem can be summarized as:
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Box 3.7 Consumption with log utility: a numerical example

An infinitely lived consumer with current wealth of $1.5 million and a rate of time preference
that makes δ = 0.95 will consume approximately $78,947 when they have the log utility func-
tion in (3.20) with γ = 1. This is confirmed by using the solution to wealth in (3.22), where

I W
t t

= − = × ≈[( ) / ] . $ , , $ ,1 0 052631578 1 500 000 78 9δ δ 447.
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To simplify the analysis we remove any aggregate uncertainty by fixing the income
endowment in the second period and invoking the law of large numbers to make the
aggregate loss in income certain at πBHL, where πBH is the proportion of the population (H)
who incur loss L.47 The only uncertainty consumers face here is whether or not they fall into
that group. Using the first-order conditions for the optimally chosen security trades, they
transfer income between the two states until

(3.25)

where MRTB,G(I) is the marginal cost of transferring income from the good to the bad state.
In a frictionless competitive capital market the security prices solve as and

.48 After substituting them into (3.25) we have U′(IB) = U′(IG), where risk-
averse consumers eliminate risk from their consumption expenditure, with IB = IG. This equi-
librium outcome is located on the 45° line in Figure 3.6. In the absence of a capital market,
consumers would locate at their income endowment point E.

Notice from (3.25) that the indifference curves must have a slope equal to the relative
probabilities of the two states (πB/πG) along the 45° line. At the endowment point risk-averse
consumers have a marginal valuation for bad state consumption that exceeds its relative cost
(with MRSB,G(I) > πB/πG). The gains from transferring income from the good to the bad state
are maximized by trading to Î on the 45° line where consumption risk is eliminated. Thus,
in a frictionless complete capital market there is no risk premium in security returns for
diversifiable risk because it can be costlessly eliminated. This is confirmed by using the
equilibrium security prices and to compute consumer
wealth at an interior solution when the three budget constraints in (3.24) bind, where:

(3.26)

It is the same as wealth when the primitive securities are replaced by a risk-free bond that
stops consumers transferring income between the states to smooth consumption. 
In other words, wealth is independent of the amount of income transferred between the
good and bad states when security prices are based on their relative probabilities. Thus,
we have:

The mutuality principle can fail to hold when there are transactions costs, asymmetric
information and state-dependent preferences. Each will now be examined in turn. In the
presence of a constant marginal cost (τ) of trading primitive securities (with τ > 0 when as
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Definition 3.8 (The mutuality principle)
In a frictionless competitive capital market with common information, diversifiable risk is cost-
lessly eliminated from consumption and attracts no risk premium in expected security returns.
Only non-diversifiable (market) risk attracts a risk premium in these circumstances.
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Thus, risk-averse consumers no longer eliminate all the diversifiable risk from their con-
sumption expenditure. The effects of trading costs are illustrated in Figure 3.7, where they
contract the consumption opportunity set around the endowment point E. Consumers choose
an equilibrium allocation such as Î which lies off the 45° line.

Asymmetric information can also cause the mutuality principle to fail. When traders have
different information and form different beliefs, the primitive security prices can deviate from
the discounted state probability assessments made by consumers, thereby resulting in equi-
librium allocations off the 45° line. Other problems can arise from asymmetric information
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Figure 3.6 The mutuality principle.
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when consumers can affect their probabilities of incurring losses by expending effort, or
when they have different loss probabilities. These issues are examined later in Chapter 5.

Consumers with state-dependent preferences will not in general eliminate diversifiable
risk from their consumption expenditure, even when they can do so costlessly. Indeed, we
observe situations where consumers get different utility from the same real consumption
bundle in different states of nature. An obvious example is where states of nature determine
a consumer’s health which changes the way utility maps from real consumption. If, for
example, they get more utility from every consumption bundle in the good state they will
not choose to equate their consumption in each state when faced with primitive security
prices and . This can be formalized by assigning to each
consumer the state-dependent expected utility function,

(3.27)

where the optimally chosen allocation of consumption across the two states must now satisfy

(3.28)

It is now possible that U′(IB,B) ≠ U′(IG,G) when IB = IG. An example is illustrated in 
Figure 3.8, where the optimal allocation of consumption occurs at Î , with IB < IG, because
the consumer has a higher net marginal valuation for consumption in the good state on the
45° line. Even though consumers can costlessly eliminate risk from their consumption, they
choose not to do so because they get more utility at the margin from consumption in the
good state over the bad state. If transactions costs raise the relative cost of good state con-
sumption the consumer bears even more risk.

This example also conveniently demonstrates why it is difficult in practice to separate risk
from preferences over consumption when consumers have subjective probabilities and state-
dependent utility. Whenever primitive security prices deviate from their state probabilities,
with , the relationship between the slopes of the indifference schedule andπ πB G aB
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budget constraint are combinations of probability assessments and consumption benefits.
By using the state-dependent subjective expected utility function,

(3.29)

to decompose the ADPM in (3.17), we have

(3.30)

where is the subjective expectations operator that is based on information
available at time 0. Since consumers face the same random payouts (R~) and security prices
( pa), they face the same Arrow security prices. But they do not decompose them in the same
way when they use different state probabilities, with It is possible to 
identify their subjective probabilities when they have state-independent preferences. And we
do so by computing the slopes of their indifference schedules on the 45° line with constant

consumption across the states. Since U′(IB, B) = U′(IG, G) in (3.28) when IB ≠ IG, the slopes
of the indifference schedules are equal to the ratios of the state probabilities. Alternatively,
we could do the same thing to identify the state-dependent preferences of consumers when
they have objective probabilities. But with subjective probabilities and state-dependent 
preferences we cannot identify their risk assessments without imposing additional restrictions
on their preferences or the probability distributions.

ϕ πs s
h

s
hm h= for all .

E Eh
s s

h
0 ( ) ( )⋅ = ⋅π

E m R ph h
a0 ( ) ,� � =

EU U I U I ss
h

s
s

= + ∑0 0( ) ( , ),δ π

Box 3.8 The mutuality principle: a numerical example

Janet consumes a single good corn (x) in each of two periods to maximize expected utility, 
lnx0 + πB0.95 ln xB + πG0.95 ln xG, where x0 is current consumption and xB and xG bad and good
state consumption, respectively, in the second period with probabilities πB = 0.4 and πG = 0.6.
She has 2140 kg of rice in the first period which is allocated to current consumption and two 
primitive securities, aB and aG. Each security pays a kilo of corn in the bad and good states,
respectively, and trade at current prices pB and pG (measured in units of corn),  where Janet’s
budget constraint is

Thus, she consumes xG = aG in the good state, and xB = aB − 500 in the bad state where there is
a loss of 500 kg of corn due to theft. Since 40 per cent of the population always incurs this loss
it is diversifiable risk (by the law of large numbers) and there is no aggregate risk in the econ-
omy. In a frictionless competitive capital market, with 1/(1 + i) = 0.95, the primitive security
prices are equal to pB = πb/(1 + i) = 0.38 and pG = πG/(1 + i) = 0.57.

When Janet makes her utility-maximizing consumption choices, they satisfy

where λ0, λB and λG are the Lagrange multipliers for her three constraints. Since optimally
chosen security demands satisfy pB = λB/λ0 = πB/(1 + i) and pG = λG/λ0 = πG/(1 + i), Janet con-
sumes , with and .
Thus, the mutuality principle holds here because all the diversifiable risk has been eliminated
from her second-period consumption.
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3.3.3 Asset prices with mean–variance preferences

We saw in Section 3.3.1 how consumers use the same stochastic discount factors in the
CBPM in (3.17). Without making further assumptions, however, the task of estimating the
stochastic discount factors in (3.17) is potentially complex. In each time period the variance
in aggregate consumption expenditure depends on the variance in income as well as the vari-
ance in relative commodity prices in all future time periods. Thus, even with time-separable
expected utility, consumption in each period is a function of wealth, which is the discounted
present value of all future consumption flows. And relative commodity prices matter
because they determine the real consumption opportunities in each future time period. In a
general equilibrium setting, aggregate consumption is likely to be a non-linear function that
is potentially cumbersome to use in computational work. But even if we manage to solve it
as a function of one or a small number of aggregate variables, we also need to measure the
stochastic properties of the randomness they impart to aggregate consumption. Popular pric-
ing models in finance adopt mean–variance analysis, where these two moments completely
summarize the impact of risk in aggregate consumption on the utility of consumers. There
are two ways to invoke a mean–variance analysis on the CBPM in (3.17).

i Consumers with quadratic preferences care only about the mean and variance in their
(real) consumption expenditure.49 An example is the utility function U(I

~
) = aI

~ − 1⁄2bI
~2

which makes the stochastic discount factor

,

where the pricing equation for any security k in (3.19), using and
, becomes

(3.31)

with ψ = −(1 + i) [δb/(a − bI0)] being a constant coefficient. By creating a derivative
security with unit sensitivity to the risk in aggregate consumption expenditure (with

we can write the asset pricing model in (3.19) as

(3.32)

where is the consumption-beta coefficient for security k, and
the premium for consumption risk. The derivative security is a mimick-

ing portfolio constructed to replicate the risk in aggregate consumption (with βII = 1)
where the pricing equation in (3.32) differs from (3.19) by measuring risk in security
returns by their covariance with aggregate consumption rather than the discounted
change in marginal utility. In effect, quadratic preferences make changes in aggregate
consumption a proxy for changes in marginal utility. And the model also holds uncondi-
tionally in a multi-period setting (which means it is independent of the time period)
when the risk-free return is constant and security returns are identical and independently
and identically distributed to rule out shifts in the investment opportunity set 
over time.
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ii Wherever possible we try to minimize the restrictions imposed on consumer prefer-
ences. Thus, a preferable approach to adopting quadratic preferences is to assume
aggregate consumption is normally distributed where its probability distribution is fully
described by the mean and variance, with:51

The normal distribution is a symmetric bell-shaped function with almost all the probabil-
ity mass within three standard deviations of the mean. An example is shown in 
Figure 3.9 for the return on an asset with a mean of 10 per cent and standard deviation of
12 per cent. It can be a derivative security created by bundling traded securities together
in a portfolio. There is a 68.26 per cent probability that the asset return will lie within one
standard deviation of the mean (−2 and 22 percentage points), a 95.44 per cent probabil-
ity it will lie within two standard deviations of the mean (−14 and 34 percentage points),
and a 99.74 per cent probability it will lie within three standard deviations of the mean 
(−26 and 46 percentage points). (These probabilities are represented by the areas below
the distribution function over the respective deviations from the mean in Figure 3.9.)

When all future consumption is funded from payouts to a portfolio (P) of securities
we can map utility indirectly over the mean and standard deviation in its expected
return, as . For risk-averse consumers the function increases with the mean
and falls with the standard deviation. In other words, higher expected consumption
makes consumers better off, while a larger variance makes them worse off. An indiffer-
ence curve for a risk-averse consumer is illustrated in Figure 3.10 as . Since
utility declines with additional risk it has a positive slope, which becomes steeper with
increasing disutility. The slope of the line tangent to the indifference curve at any point
in the consumption space (like point A in Figure 3.10) tells us the consumer’s marginal
valuation for risk; it is their price of risk (σP).

To understand how risk aversion impacts on the asset pricing models examined later
in Chapter 4, we frequently consider what happens when consumers are risk-neutral.
The indifference curve for a risk-neutral consumer is illustrated in Figure 3.10 as the
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Figure 3.9 Normally distributed asset return.
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dotted line labelled It is horizontal because utility is unaffected by changes
in risk, where no risk premium is required to get consumers to bear consumption risk. 
In these circumstances the returns on all the risky assets are equal to the risk-free 
interest rate.

In a two-period setting consumption risk originates from aggregate uncertainty in second-
period endowments and production. As owners of the endowments and shareholders 
in firms, consumers ultimately bear this non-diversifiable risk. When they have quadratic
preferences, or second-period consumption is normally distributed, we can write their
NMEU function in a two-period setting as

The asset pricing models examined in Chapter 4 use mean–variance analysis. It conve-
niently makes the stochastic discount factor in the CBPM in (3.17) linear in the factors (state
variables) that isolate the market risk in aggregate consumption.53

3.4 Term structure of interest rates

Capital assets with net cash flows over multiple future time periods are valued by discount-
ing them for the opportunity cost of time and risk. Long-term stochastic discount factors are
used for net cash flows in each time period, and they are the product of a full set of short-
term stochastic discount factors, one for each consecutive time period up to the date of the
cash flows. For example, the present value (at time t) of random cash flows in some future
period T > t is computed using the long-term stochastic discount factor

(3.33)
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(3.34)

where is the short term discount factor over each period t−1 to t.54

Using this decomposition we can write the current (at time t) market price of security k
with payouts over T periods as

Since long-term discount factors are based on long-term interest rates, and short-term dis-
count factors on expected short-term interest rates, the expected short- and long-term inter-
est rates are related to each other by arbitrage. The term structure of interest can be
identified by comparing the long-term stochastic discount factors for government bonds
with different dates to maturity. As government bonds are not (in general) subject to default
risk their returns are (approximately) risk-free. That means they make the same payouts at
every event in each time period, even though the risk-free interest rate can change over
time.55 If there is a full set of long-term government bonds with maturity dates in each future
time period we can obtain a full set of forward spot rates. And they are equal to the expected
spot rates when the (pure) expectations hypothesis holds.

Consider a discount bond that pays a unit of real purchasing power in the second year of
its life (with RB2 = 1).56 Using the CBPM in (3.17) in a multi-period setting, its current price
(at t = 0) is equal to the expected value of the (long-term) stochastic discount factor, which
we can decompose, using (3.34), as

(3.35)

where is the current value of holding two short-term discount bonds
expected to pay a unit of real purchasing power in the second period. Since the interest rate
in the first period is known (at t = 0), we have , where i1 is the interest
rate in the first period. We also know the average annual yield to maturity (i2) on the long-
term bond as it also trades in the first period, where . However, 
the interest rate on the second-period short-term bond is uncertain (at t = 0) as it trades at
the end of the first period (at t = 1). A forward spot rate (1 f 2) is embedded in the price of the
long-term bond, with:

(3.36)

When two short-term bonds are perfect substitutes for the long-term bond, the forward rate
is equal to the expected spot rate. The relationship between these spot rates can be obtained
by writing the current value of the short-term stochastic discount factor in the second period
as . Using the decomposition in (3.34), we have

where, by arbitrage,
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(3.37)

The covariance term is a risk premium, referred to as the term premium, that captures any
differences in aggregate consumption risk from holding long- rather than short-term bonds.
When the pure expectations hypothesis holds the short- and long-term bonds are prefect
substitutes, with = 0 and 1 f2 = E0(1i2).

Most empirical tests of the expectations hypothesis try to find a constant risk premium
that is independent of the bond’s term to maturity. There are a number of explanations for
the risk premium. Long-term real bonds provide a less risky way of funding future consump-
tion than rolling over a sequence of short-term real bonds as forward spot rates are known
with certainty while expected spot rates are not beyond the first period. On the other hand,
long-term bond returns are more volatile than short-term bond returns, particularly for nom-
inal bonds which are affected by uncertainty about the future rate of general price inflation.

The presence of a risk premium makes it difficult to solve short-term interest rates using
the yield curve. In the absence of a full set of long-term bonds they can be obtained from
computable general equilibrium models, where most adopt assumptions to make short-term
interest rates functions of a small number of factors (state variables). One approach adopts
power utility in the CBPM and assumes security returns are lognormally distributed with the
stochastic discount factor. Changes in the interest rate are then determined by the set of fac-
tors that cause aggregate consumption risk to change over time. Cochrane (2001) provides
examples of these models and examines their properties.

Problems

1 Suppose there are three states of nature where the vector of prices for the primitive
(Arrow) securities is

i Compute the price of a risk-free bond that pays $1 in every state.
ii Compute the normalized probabilities (π*) in the martingale pricing model. (These

were explained in Section 3.2.4.) Explain how they are used to compute the values
of capital assets. Why are they referred to as risk-neutral probabilities?

2 Consider a competitive capital market in a two-period setting where two financial secu-
rities have the following state-contingent payouts:

State Security A Security B

1 20 60
2 40 20

The securities currently trade at market prices paA = $16 and paB = $18, respectively.
i Compute the current market prices for the primitive (Arrow) securities.

ii Calculate the risk-free interest rate using your answers in part (i), then calculate the rate
of return in each state for the respective probabilities π1 = 0.57 and π2 = 0.43.

iii What is the current price of an asset that pays $10 in the first state and $15 in the
second state?
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iv Compute the normalized probabilities (π*) used in the martingale pricing model
and then use them to price the securities in part (iii). When are these the true 
probabilities?

3 Consider the following payouts to three risky securities in a two-period setting with
three states of nature:

Prices ($)
Payouts ($)

Security (t = 0) State 1 State 2 State 3

A 5 15 0 8
B 10 0 18 4
C 8 20 0 16

i Derive the price of the primitive (Arrow) securities from this data. Explain how
they relate to the probabilities when consumers are risk-neutral.

ii Compute the risk-free interest rate using the Arrow prices in part (i). Is it equal to
the rate of time preference in a frictionless competitive capital market?

iii Compute the normalized probabilities (π∗) in the martingale pricing model and
show how they are used to price the three securities.

106 Uncertainty and risk



4 Asset pricing models

When traders value capital assets they include a risk premium in their discount factors as
compensation for any market risk in the net cash flows. This adjustment is made for 
projects undertaken by the public and private sectors, and for securities they sell to finance
them. In a competitive capital market where the no arbitrage condition holds, traders face
the same risk premium, but they may not compute it in the same way. Indeed, consumers
with different information can measure and price risk differently, where asset pricing models
are agent–specific. A key objective in finance research is to derive an asset pricing model
where consumers measure and price risk in the same way. Ideally it should also be 
straightforward to use by isolating risk with a small number of state variables that are
reported as aggregate data in national accounts. In this chapter we examine four equilibrium
asset pricing models that do this – the capital asset pricing model (CAPM) developed by
Sharpe (1964) and Lintner (1965), the intertemporal capital asset pricing model (ICAPM)
by Merton (1973a), the arbitrage pricing theory (APT) by Ross (1976) and the consump-
tion-beta capital asset pricing model (CCAPM) by Breeden and Litzenberger (1978) and
Breeden (1979).

Following Cochrane (2001) we derive these models as special cases of the consumption-
based pricing model (CBPM) obtained earlier in (3.17). It can be summarized as 
Et(m

~ R
~

k) = pak, where Et(.) is the common expectations operator conditioned on information
available at time the stochastic discount factor, with for each period 

the stochastic payouts to security k, and pak its price at time t. Since consumers ulti-
mately derive utility from bundles of goods, they value securities by their contribution to
final consumption, and with common and pak they have the same stochastic 
discount factor (m~ ) when they can trade in a frictionless competitive capital market. As the
discount factors are determined by consumption in each period, consumers therefore have
the same consumption risk in the CBPM. Thus, we can solve them as functions of variables
that determine aggregate consumption risk. Unfortunately, however, they are in general
quite complex non-linear functions that are difficult to solve and estimate empirically.

The four pricing models overcome this problem by placing restrictions on preferences,
wealth and/or the stochastic properties of security returns and aggregate consumption. They
all have a linear stochastic discount factor in the state variables (factors) used to isolate
aggregate consumption risk. The return on the risky (market) portfolio is the only factor in
the CAPM because consumer wealth is confined to portfolios of securities. And expected
security returns are linearly related to their covariance with this factor because they 
are jointly normally distributed. The ICAPM extends the CAPM to allow consumption risk
to change over time due to shifts in the investment opportunity set and changes in relative com-
modity prices. Additional state variables are used to account for these changes in aggregate
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consumption risk, thereby increasing the covariance terms in the linear pricing equation. In the
CCAPM consumers have the same constant coefficient of relative risk aversion (CRRA) when
security returns are lognormally distributed with aggregate consumption. This provides a one-
to-one mapping between changes in wealth and consumption in each time period where
expected security returns are linear in their covariance with aggregate consumption. The APT
adopts a different approach by using a linear factor analysis to isolate risk in security returns.
The factors themselves are not necessarily the source of consumption risk, but rather they are
macro-variables used to identify any common component of changes in security returns – that
is, to identify their systematic risk. There is no requirement for the returns to be jointly normally
distributed in the APT as the linearity is imposed through the factor analysis.

All of these models have strengths and weaknesses. For example, the single factors in the
CAPM and the CCAPM are identified by the models themselves, while the additional factors
in the ICAPM and the factors in the APT are not specified by the models. Unfortunately con-
sumers have no risky income from labour or other capital assets in the CAPM and the ICAPM,
as income is confined to payouts on portfolios of securities. Wages and salaries are a signifi-
cant source of income for most consumers and it can also be stochastic, particularly in sectors
of the economy that experience regular fluctuations in activity. While labour and other income
are included in the CCAPM, consumers must have the same constant coefficient of relative
risk aversion for the variance in aggregate consumption to be the single risk factor. There are
also problems measuring aggregate consumption flows as figures reported in the national
accounts omit leisure and other non-marketed goods, and they include some items that should
really be included in capital expenditure. In practice, the CAPM is widely used because of its
simplicity and accessibility to data. Most use a broadly based index of stocks trading on the
national stock exchange as their market portfolio. They are a value-weighted index, like the
Standard Poor’s 500 in the United States and the All Ordinaries Index in Australia.

Initially the CAPM was derived as the solution to the portfolio choice problem of consumers.
Most textbook presentations follow this approach by deriving the efficient mean–variance fron-
tier for risky securities in a frictionless competitive capital market to demonstrate the diversifi-
cation effect. When security returns are less than perfectly correlated some of their variability
can be eliminated by holding them in portfolios. Any risk that cannot be diversified in this way
is market (non-diversifiable) risk that someone in the economy must bear. Thus, it is the only
risk that attracts a premium in security returns. The CAPM is examined in Section 4.1 below
by following the approach used in Copeland and Weston (1988) where the efficient mean–vari-
ance frontier for risky securities is derived in a number of steps.1 The analysis begins with two
risky securities to demonstrate the diversification effect identified by Markowitz (1959) and
Tobin (1958). Consumers are then allowed to hold portfolios that combine a risky security with
a risk-free security along a linear budget constraint called the capital market line. The APT is
also examined separately in Section 4.2 to demonstrate the role of arbitrage in removing diver-
sifiable risk from consumption expenditure, and the role of mimicking portfolios to price
market (non-diversifiable) risk. These are common features of the consumption-based models
examined in this chapter. Another reason for analysing the APT separately is to demonstrate a
linear factor analysis which isolates market risk empirically by identifying the common com-
ponent in security returns. We then follow Cochrane (2001) and derive the four consumption-
based pricing models – the CAPM, the ICAPM, the APT and the CCAPM – as special cases of
the CBPM in Section 4.3. These derivations are slightly more formal because they focus on the
direct link between consumption and security returns, with portfolio choices and arbitrage
pushed into the background of the analysis. For that reason we start the analysis by deriving the
CAPM as the solution to the portfolio choices of consumers in Section 4.1, and the APT model
as the solution to arbitrage portfolios in Section 4.2.
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As noted above, the most attractive feature of the CBPM is that every consumer measures
and prices risk in the same way, where in equilibrium the return on each asset (k) is equal to
the risk-free interest rate (i) plus a risk premium (Θk) for the market risk in the asset, with 
ik = i + Θk. Conveniently, investors compute this risk premium by measuring the same quan-
tity of market risk (qRk), which they value at the same price (pR), with Θk = pRqRK. The task is
further simplified by the fact that market risk is the non-diversifiable variance in an asset’s
return. In more general models, however, the equilibrium risk premium will not be measured
and priced identically by consumers, where more information than just the variance in the
asset return may be required to isolate market risk. For example, with trading costs consumers
can have different consumption risk, where the pricing models become agent-specific.

To see how the pricing models are used in practice, consider an asset (k) with random net
cash flows of R̃k in the second period. Using one of the four consumption-based pricing
models, we can compute its current price as

where R̄k is the expected payout to the security. The discount rate i + Θk compensates asset
holders for the opportunity cost of time (i) and the market (non-diversifiable) risk in the net
cash flows (Θk) on each dollar of capital invested in the asset. Even though the risk premium
is isolated using different state variables in the four models it is computed in the same way
because every consumer has the same consumption risk.

4.1 Capital asset pricing model

As noted earlier, the CAPM is a popular pricing model because it is relatively 
straightforward to use. But it relies on a number of important assumptions that may not hold
in practice. For that reason it is important to know the role they play so that users can assess
the integrity of CAPM estimates. Financial analysts frequently use the model to approxi-
mate the risk premium on capital assets in a systematic way, rather than making a rough
guess. Then, by choosing a range of values around this estimate, they undertake a 
sensitivity analysis to see what difference other assumptions make in the evaluation process.
In this section we derive the CAPM by analysing the portfolio choices of consumers. The
analysis commences with a summary of consumer preferences and the consumption space,
before deriving the investment opportunity set. Then the pricing equation is obtained by
bringing these two components together in the optimization problem for consumers. Finally,
we relax the assumptions in the CAPM to see what role they play.

4.1.1 Consumption space and preferences

All the consumption risk in the CAPM originates from the risk in the returns to portfolios
of securities held by consumers. We capture this by writing the consumer problem in the
two-period Arrow–Debreu asset economy as

,
2

(4.1)

where Rs = Σk ak Rks is the payout to the portfolio of securities in each state s.3 Consumers
have no labour income in the second period, and no income from capital assets such as
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houses and land. Thus, in the first period they allocate their wealth to current consumption
expenditure (X0) and save the rest by purchasing a portfolio of securities with payouts to
fund future consumption expenditure (Xs). This allows us to write the indirect utility func-
tion over future consumption expenditure, as v(R1, ... , RS).4 In the model, consumers are
assigned the time-separable von Neumann–Morgenstern expected utility function in (3.13),
and security returns are jointly normally distributed. This allows us to summarize their 
preferences for future consumption using the means and variances in the returns on their
portfolios, with where is the expected return on portfolio (P) and σP its stan-
dard deviation.5 The indifference schedules for this utility function are illustrated in Figure 3.10.

iPV iP P( , ),σ
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Box 4.1 Average annual returns on securities with different risk

By comparing the differences in the expected returns to stocks and bonds we can see how large
the risk premium on equity is and how much it varies over time. The following data sum-
marizes the average premium paid to equity over long-term (10-year) US government bonds
and short-term (six-month) US Treasury bills for the period 1951–2001. There are eight sepa-
rate countries plus Europe, Australasia and the Far East (EAFE) Index and the Morgan Stanley
Capital International (MSCI) World Index, where the equity returns are measured for the
broadest index available in each country. Based on these comparisons shares are riskier than
bonds, and long-term bonds are riskier than short-term bonds.

Equity-bond Equity-bill 
Country premium (%) premium (%)

Australia 4.57 5.75
Canada 2.29 3.23
France 3.85 5.21
Germany 3.11 5.30
Italy 1.38 2.42
Japan 4.57 6.52
United Kingdom 4.79 5.79
United States 5.25 6.28
Europe 5.24 6.17
EAFE 4.78 5.71
MSCI 4.52 5.45

But these differences are somewhat misleading as they are based on nominal (geometric)
returns and therefore do not account for the different effects of inflation on stocks and bonds.
Real risk premiums are summarized below for a subset of these countries over the period
1925–2001. Notice how bonds outperform equity in Canada and Japan in the period
1979–2001. In some years equity and bonds paid negative real returns.

Country 1925–1949 1949–1979 1979–2001

Australia 3.74 7.00 0.98
Canada — 7.00 –1.74
France 8.38 5.72 2.94
Germany 8.58 5.01 3.13
Italy 9.42 1.91 1.45
Japan 7.12 11.02 –1.80
United Kingdom 0.94 4.89 5.01
United States 2.94 7.62 3.99

Data source: Taylor (2007).



4.1.2 Financial investment opportunity set

Now we examine the investment opportunity set for investors with mean–variance prefer-
ences. This identifies the largest expected return that can be achieved at each level of risk
by bundling together traded securities. As noted above, we follow Copeland and Weston by
developing this budget constraint in the CAPM in stages to provide insight into the role of
diversification, and to clarify the reason why all investors ultimately measure and price risk
identically. The budget constraint is derived separately for:

i two risky securities;
ii one risky security and one risk-free security;

iii many risky securities;
iv many risky securities and one risk-free security.

The last of these steps provides the budget constraint in the CAPM, which is referred to as
the capital market line

Two risky securities

The random payouts on two risky securities (A and B) are summarized in Table 4.1, together
with their corresponding probabilities. The mean–variance consumption opportunities from
holding one or other of the securities are illustrated in Figure 4.1. 

Since the returns on these assets do not move together, it will be possible to diversify risk by
bundling them together in portfolios, where the diversification effect determines the shape of
the consumption opportunity set which must pass through points A and B in Figure 4.1. We
determine the shape of the mean–variance frontier by marginally increasing the portion of asset
A held in the portfolio and computing the change in its expected return (i

-
p) over the resulting
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Table 4.1 Random returns on securities A and B

States Probability i
~
Aj i

~
Bj

1 0.30 − 0.15 0.15
2 0.20 0.50 0.25
3 0.40 0.10 − 0.15
4 0.10 0.50 0.10

Expected returns (%) 14.5 4.5
Variance (%) 6.5 2.7
Standard deviation (%) 25.4 16.5

change in its standard deviation (σp). If we define a as the portion of asset A held in the portfo-
lio (P) and 1 − a as the remaining portion held in asset B, the expected return on the portfolio is

(4.2)

It has a variance of:

(4.3)σ σ σ σP A B ABa a a a2 2 2 2 21 2 1= + − + −( ) ( ) ,
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with being the covariance of the asset returns. The
diversification effect from bundling the securities together is determined by their coefficient of
correlation, which is

(4.4)

If the asset returns are perfectly positively correlated, with ρAB = +1, there is no 
diversification effect, while at the other extreme, if they are perfectly negatively corre-
lated, with ρAB = −1, complete diversification is possible. Thus, there is a diversification
effect whenever this coefficient is less than +1, and it increases as the coefficient
approaches −1. 

We now derive the mean–variance frontier at each of these bounds to establish its shape
in Figure 4.1 for more realistic interim values of the coefficient of correlation. We start with
the case of no diversification (ρAB = +1).When asset returns move perfectly together they do
not offset each other, where an example is given in Figure 4.2. The returns are plotted over
the random outcomes in the left hand panel, and against each other in the right-hand panel.
The positive linear relationship in the right-hand panel indicates they are perfectly positively
correlated.

Notice how in the left-hand panel the returns always move in the same direction even
though they do not have the same deviation from their normalized common 
mean return (ī). This makes the relationship between them in the return space linear with a
positive slope that is less than unity as the returns on asset B are always larger. In these 
circumstances we can use the definition of the coefficient of correlation in (4.4) to write the
variance on the portfolio in (4.3) as

(4.5)

where the standard deviation in the return on the portfolio is the weighted sum of the stan-
dard deviations of the two asset returns, with sP = asA + (1 − a)sB . Thus, the slope of the
mean–variance frontier is constant, with
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Figure 4.1 Investment opportunities with two risky securities.



This is a line that passes through points A and B, as shown in Figure 4.3. Between these points
the consumer is holding positive combinations of both assets, while above point 
A security B is sold to fund additional purchases of security A, and below point B security A
is sold to fund the additional purchases of security B. Eventually, by going short in asset A,
the standard deviation on the portfolio can be driven to zero. Further borrowing causes the
standard deviation to rise along the dashed line, but this part of the frontier is dominated by
points on the line vertically above where for each level of risk the expected return on the
portfolio is higher. Thus, the dashed line is not part of the efficient mean–variance frontier
which maximises the expected return at each level of risk.

We now turn to the case of complete diversification with ρAB = −1. Since the asset returns
move perfectly against each other, it is possible to construct a bundle with positive holdings
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of the two assets that eliminates the risk on the portfolio. In Figure 4.4 the random returns
are plotted over, all possible outcomes in the left-hand panel and against each other in the
right-hand panel. Once again, the returns on asset B deviate more from the normalized
common mean return (ī) than the returns on asset A, except that now they move in opposite
directions. There is a linear relationship between them in the return space and it has a neg-
ative slope with an absolute value less than unity due to the larger deviations in the returns
on asset B.

With ρAB = −1, we can write the variance on the portfolio in (4.3) as

(4.6)

where the return on the portfolio has a standard deviation which is the weighted difference in
the standard deviations of the returns on the two assets. Since the returns move perfectly
against each other it is possible to eliminate risk in the portfolio by choosing‚ â ≈ 0.61. 
This is the minimum variance portfolio (MVP) which has an expected return of 
10.6 per cent, where the slope of the efficient mean–variance frontier is constant and changes
sign either side of this bundle:

The efficient mean–variance frontier is illustrated in Figure 4.5 by the line with intercept
10.6 that passes through point A; it isolates the largest expected return on the portfolio at
each level of risk.

Partial diversification with −1 = ρAB ≤ + 1 is more realistic as there is normally some
market risk in the economy that cannot be eliminated by the diversification effect. Examples
of negatively and positively correlated returns are illustrated in the left- and right-hand
panels, respectively, of Figure 4.6. The efficient frontier is non-linear in these circumstances
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because its slope is a function of the asset share, and it lies within the bounds established by
the frontiers for the two extremes considered above. An example is shown in Figure 4.7 as
the solid line from the MVP through point A.

The returns summarized in Table 4.1 have a covariance of σAB = 0.010725, and coefficient
of correlation of ρAB = 0.002555. The minimum variance portfolio (â) is obtained using the
portfolio variance for the securities in (4.3), as â ≈ 0.234.6 In other words, the variance in
the portfolio is minimized by holding approximately 23.4 per cent of each dollar in security
A and the remaining 76.6 per cent in security B.

Now we are in a position to consider how consumers value risky assets A and B, when:

a they have homogenous expectations (which gives them the same mean–variance 
frontier); and

b there are no short-selling (borrowing) constraints (so they can trade along the efficient
frontier beyond point A by selling asset B.
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Figure 4.8 illustrates the portfolios chosen by two investors 1 and 2 in these circumstances,
where investor 1 is relatively more risk-averse and therefore chooses a more risky portfolio
(σP1) with a higher expected return īP1 than does investor 2. Since they trade along a non-
linear frontier here they measure and price the risk in assets A and B
differently. Investor 1 measures the risk each asset contributes to σP1 and prices it using the
slope of the indifference curve at point 1 on the efficient frontier. In contrast, investor 
2 measures the risk each asset contributes to σP2 and prices it using the slope of the indif-
ference curve at point 2 on the efficient frontier. The standard deviations in the returns on
the market portfolios determines the market (non-diversifiable) risk in their future consump-
tion expenditure. When investors are risk-averse they must be compensated for bearing this 
risk, where the risk premium is determined by the slope of the indifference curves at their
optimally chosen portfolios, and since the efficient frontier is non-linear, they will measure
and price risk differently. In these circumstances the asset pricing model is agent-specific.
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One important reason why consumers measure and price risk identically in the CAPM is
that they can trade a risk-free security. This is demonstrated by the next derivation of the
mean–variance frontier.

One risky security and one risk-free security

The expected returns and variances on the one risky security (A) and risk-free security (F)
are summarized in Table 4.2.

In practice, it may not be possible for investors to purchase a pure risk-free security.
Indeed, there is some risk in most government bonds because they pay nominal interest
when expected inflation is uncertain. Very few governments issue bonds that pay a real 
risk-free return. Moreover, there can also be sovereign risk that results from the probability
(in some cases fairly small) that the government will default on its debt. When a consumer
bundles security A with a risk-free security the expected return on their portfolio is

(4.7)

where 1 − a is the proportion of each dollar invested in risk-free security F. Since σF = σAB = 0
the variance on the portfolio collapses to

(4.8)

Now the slope of the efficient frontier is linear, with:

(4.9)

This is illustrated by the line with intercept 3.0 passing through point A in Figure 4.9. As
investors move away from security A into risk-free security F, the risk in their portfolio
approaches zero. This not a diversification effect, but rather a reduction in the share of the
risky security in the portfolio. Someone in the economy must bear the market risk in asset
A, where the equilibrium security returns must equate the aggregate demands and supplies
for both securities. The risk premium of 11.5 per cent for asset A is sufficient compensation
to attract enough consumers to bear its market risk of 25.4 per cent.

Now we consider how consumers measure and price the risk in security A, when they:

a have homogenous expectations (and evaluate the means and variances on the two assets
identically);

b can trade a risk-free security;7 and
c face no short-selling (borrowing) constraints (so they can trade along the efficient 

frontier beyond point A by selling the risk-free asset).
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Table 4.2 Means and variances on securities A and F

Securities A F

Expected returns (%) 14.5 3
Variance 0.064725 0
Standard deviation (%) 25.4 0



Since consumers face the same linear efficient frontier they will price and measure the risk
in security A in the same way. In fact, the only risk they face is determined by the variance
in the return on asset A which they combine with the risk-free security according to their
risk preferences. Examples of portfolios for two investors 1 and 2 with different risk prefer-
ences are shown in Figure 4.10, where individual 1 holds relatively more of the risk-free
security. Some investors may trade beyond point A on the efficient frontier by borrowing at
the risk-free rate.

The consumption risk for each consumer is determined by the proportion of asset A they
hold in their portfolio, with σP1 = a1σA and σP2 = a2σA.8 As they face the same market risk (σA

= 25.4) and have indifference curves with the same slope along the linear efficient frontier
they will measure and price risk in the same way. Thus, there is a common asset pricing
model for all consumers in the economy, where the price of risk is determined by the slope
of the frontier, with This simple example provides considerable insight
into the CAPM which is derived with many risky securities. Before taking that final step we
examine the efficient mean–variance frontier with many risky securities and no risk-free
security to analyse the diversification effect in a more realistic setting.

( ) / . .i iA A− ≈σ 0 45
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Many risky securities and no risk-free security

In practice many risky securities are sold by firms that bring different production risk to the
capital market. An important role of the capital market is to allow investors to trade this risk
and, where possible, to eliminate that part of it that is diversifiable by bundling securities in
portfolios. In the absence of a risk-free security, the expected return on a risky portfolio
drawn from K traded securities is

(4.10)

where ak is the proportion of each dollar of saving allocated to security k = 1, ... , K, with 
Σkak = 1. The variance in this portfolio return is:

(4.11)

Clearly, the number of covariance terms has expanded from the example considered earlier
with two risky securities A and B. This is best illustrated by writing the variance on the 
portfolio return, using the variance–covariance matrix, as:

(4.12)

There are as many variance terms as assets (K) along the diagonal of the variance–covariance
matrix, but K 2−K covariance terms off the diagonal. The covariance terms determine the size
of the diversification effect, and empirical estimates using stock market data suggest that most
of the diversifiable risk can be eliminated from portfolios by bundling 15–20 securities together.
This is illustrated in Figure 4.11, where the variance on the returns to optimally chosen 
portfolios approaches the non-diversifiable (market) risk as the number of securities in the 
portfolio rises.

Ultimately market risk is the risk in aggregate consumption, and securities pay investors a
risk premium as compensation for bearing it. In an equilibrium this premium equates the aggre-
gate demand for and supply of market risk, which emanates from the production activities
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of firms. In the absence of a risk-free security the efficient mean–variance frontier for K
risky securities with partial diversification is illustrated by the solid curve starting at the
MVP in Figure 4.12. Expected returns and standard deviations for all traded securities must
lie on or inside the mean–variance frontier.

In the CAPM setting investors have homogenous expectations and face the same efficient
mean–variance frontier. However, they will measure and price the risk in traded securities
differently when they hold different portfolios. Two representative investors are illustrated
in Figure 4.13, where individual 2 has a more risky portfolio, with σP2 >σP1.

As was the case previously with two risky securities A and B, consumers compute the risk
premium for any risky security k by its contribution to the risk in their portfolio. They then
value this risk using the slopes of their indifference curves at consumption points 1 and 2 in
Figure 4.13. Since they have different market portfolios and different marginal valuations
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for risk, the asset pricing model is agent-specific. Even though consumers see the same risk
premium on each security they do not decompose it in the same way.

Many risky securities and one risk-free security

These are the trading opportunities in the CAPM, where expected returns on security port-
folios are

(4.13)

with aM being the proportion of saving invested in a bundle of risky securities (M) and 
1− aM the remaining proportion invested in risk-free security F. The market portfolio is a
derivative security constructed from positive combinations of the (K) risky traded securities.
Since the return on the risk-free security is certain, we have σF = σFM = 0, where the vari-
ance on the returns to investor portfolios becomes

(4.14)

By combining risky bundle M with the risk free security, the slope of the mean–variance
consumption opportunity frontier is constant, with:

(4.15)

This is referred to as the capital market line (CML), and is illustrated in Figure 4.14.
In the CAPM every investor faces the same CML where:

a they have homogenous expectations (and therefore see the same risky efficient
mean–variance frontier);

b there are no short-selling (borrowing) constraints (so they can trade along the CML
beyond point M by selling the risk-free security);

c they can trade a risk-free security; and,
d there are no taxes or transactions costs.
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Since investors face the same linear efficient mean–variance frontier they all choose the
same risky bundle, called the market (M) portfolio, and have the same marginal valuation
for risk. Thus, they measure and price risk identically. In particular, they measure risk by the
standard deviation in the return on the market portfolio (σM), and price it using the slope of
the CML, which is

(4.16)

It is the premium that equates the aggregate demand for and supply of every traded 
security in the capital market. Suppose every investor in the economy becomes marginally
less risk-averse where this moves their consumption bundles up along the CML. This cre-
ates an excess demand for risky bundle M and an excess supply of risk-free security F. 
A plausible outcome would see a higher interest rate and a flatter CML as the risk premium
falls. In fact, the efficient mean–variance frontier for risky securities would fall when
investors are willing to bear the same market risk at a lower risk premium. As a conse-
quence, the market portfolio is likely to change as firms adjust their investment choices in
response to the lower cost of capital. In the new equilibrium these adjustments would once
again equate the demands for and supplies of all the traded securities in the economy. That
is why the CAPM is frequently referred to as an equilibrium asset pricing model.

Two-fund separation holds in the CAPM because every investor bundles risky securities
into the same derivative asset (M) which they combine with the risk-free security (F). They
choose different amounts of market risk based on their risk preferences where relatively less
risk-averse investors hold more of risky bundle M in their portfolio. Indeed, some investors
may even choose to borrow at the risk-free rate to increase their holding of the derived risky
bundle to trade beyond point M along the CML in Figure 4.14. But they all face the same
market risk (σM). In other words, they have the same consumption risk.

The final step is to price each risky traded security held in the market portfolio. In the
CAPM no risky security is held outside it, and all risk emanates from the underlying pro-
duction risk in the economy, which attracts a risk premium when consumers are risk-averse.

4.1.3 Security market line – the CAPM equation

The asset pricing equation in the CAPM was derived independently by Sharpe (1964) and
Lintner (1965). We provide an informal derivation here to draw out the economic intuition.
A formal derivation is provided later in Section 4.2.1. Consider a portfolio which combines
one of the risky securities (k) with the market portfolio, where the expected return on this
portfolio is

(4.17)

It has a variance of

(4.18)

Think of ak as the excess demand for security k, and then raise it marginally to evaluate its
impact on the slope of the efficient mean–variance frontier for risky securities with ak = 0. This
experiment tells us how much risk security k contributes to risky bundle M; it is the slope of
the efficient mean–variance frontier for the risky securities at point M in Figure 4.14, where

σ σ σ σP k k k M k k kMa a a a2 2 2 2 21 2 1= + − + −( ) ( ) .
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(4.19)

When every asset k is optimally held inside the market portfolio its contribution to market
risk is equal to the premium for market risk, which is the slope of the CML:

By rearranging these terms, we obtain the CAPM pricing equation,

(4.21)

where βk = σkM /σ2
M is the beta coefficient that measures the amount of market risk in 

security k. It is referred to as the security market line (SML) and is based on two sets of
assumptions. The first set relates to preferences:

¥ Consumers are risk averse, have homogeneous expectations and maximize NMEU 
functions in a two-period setting.

¥ Future consumption is funded solely from returns to portfolios of securities.
¥ Security returns are jointly normally distributed.

The second set are concerned with the budget constraint (CML):

¥ Consumers have homogeneous expectations.
¥ There are no borrowing constraints.
¥ A risk-free security exists.
¥ The capital market is competitive and frictionless (to rule out taxes and transactions costs).

It is easy to see why the CAPM is a popular model. The risk premium is based on the
return to the common market portfolio which is normally estimated from time series data
for a broadly based (value-weighted) price index of publicly traded stocks. In other words,
consumption risk is identified by a single factor in the model. If any security k is a perfect 
substitute for the market portfolio, then βk = 1 and the pricing equation in (4.21) collapses
to Notice how the market risk in the return to security k is determined by its covari-
ance with the return on the market portfolio. Using the coefficient of correlation defined in
(4.4), we can write the beta coefficient as βk = ρkM σk /σM. When the return on security k is
perfectly correlated with the return on the market portfolio, with ρKM = 1, then we must have
σK = σM. But assets with a higher standard deviation (σk > σM) can also have βk = 1 if the
extra risk is diversifiable. The SML in (4.21) is illustrated in Figure 4.15.

By arbitrage, all expected security returns must lie on the SML. In other words, the 
no arbitrage condition holds in the CAPM, where the only differences in expected security
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returns must be due solely to differences in market risk. To see this, consider the risky secu-
rity G with beta coefficient βG. If its expect return lies above the SML at point E it pays eco-
nomic profit. As investors increase demand for this security its price rises until the expected
return is driven down onto the SML. Conversely, if investors expect the return to be at point
F where no risk premium is being paid, the fall in demand for the security drives down its
price until its expected return rises onto the SML.
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Box 4.2 The CAPM pricing equation (SML): a numerical example

The following financial data is taken from an imaginary economy where the CAPM holds. We
use the share price index as the market portfolio held by all consumers, where its return in each
year is computed by summing capital gains to the dividend yield. This index is a broadly based
value-weighted index with weights equal to the market value of each firm’s equity as a propor-
tion of the total value of equity traded.

Share Price Market Treasury Deadlock
price change Dividend return bill rate return 

Year index (%) yield (%) (%) (%) (%)

2006 5821.00 18.2 2.5 20.70 6.2 7.55
2005 4924.70 14.3 3.0 17.30 6.0 6.29
2004 4308.57 12.5 4.5 17.00 5.8 9.12
2003 3829.84 −6.4 1.5 − 4.90 5.4 1.76
2002 4091.71 −8.8 0.0 − 8.80 5.6 2.39
2001 4486.52 10.3 2.0 12.30 5.6 9.59
2000 4067.56 15.6 2.8 18.40 5.4 11.57
1999 3518.65 — — — — —
Mean 7.96 2.33 10.29 5.71 6.90
Variance 102.37 1.66 123.93 0.08 11.65

Using this data we find that the CAPM pricing equation is:

with i ≈ 5.71, and . Since the return on a Deadlock
share has a covariance with the return on the market portfolio of σDM ≈ 32.12, we can
|decompose its expected return, using the pricing equation, as

where βD = σDM / σ2
M = 32.12/123.93 ≈ 0.26 is the amount of market risk it contributes to 

consumption expenditure. Thus, Deadlock shares pay a risk premium of 4.58βD ∼∼ 1.19 per cent.

iD = + ≈5 71 1 19 6 90. . . ,per cent

βk M k Mi i i= Cov Var( , )/ ( )� � �i iM − ≈ 4 58.

ik k= +5 71 4 58. . ,β



4.1.4 Relaxing the assumptions in the CAPM

Two important features of the CAPM make it popular:

i Expected security returns are linear in a single risk factor.
ii All investors measure and price risk identically.

The beta books that are published in most countries are evidence of its popularity. They pro-
vide estimates of the beta coefficients for securities listed on the stock exchange. But it is
important that financial analysts understand the assumptions in the CAPM and what role
they play. We do this here by relaxing some of the main assumptions one at a time, while
the results from empirical tests of the model are summarized later in Section 4.5.

With risk-neutral investors the indifference schedules are horizontal lines in the mean–variance
space as no additional compensation is required for increases in risk. The equilibrium outcome
is illustrated in Figure 4.16 where the CML is also horizontal at the risk-free return. All 
securities pay the risk-free return (i), where the SML in (4.21) collapses to īk = i for all k. There
is considerable evidence to suggest that risk aversion is a robust assumption in the CAPM.
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Box 4.3 Numerical estimates of beta coefficients by sector

Beta books can be purchased in most countries. They provide estimates of the beta coefficients
for all publicly listed companies where the return on the market portfolio is normally computed
using time series data for a broadly based value-weighted share price index such as the
Standard & Poor’s 500 in the United States or the All Ordinaries Index in Australia. The fol-
lowing table summarizes average beta coefficients for publicly listed companies trading on the
Australian Securities Exchange. They are reported as average coefficients for 20 sectors in the
economy. The food, beverages and tobacco sector has the lowest beta coefficient at 0.57, while
the highest is 1.37 in the insurance sector.

Sector β

1 Banks 0.78
2 Capital goods 0.99
3 Commercial services and supplies 1.21
4 Consumer durables and apparel 1.35
5 Consumer services 0.91
6 Diversified financials 0.78
7 Energy 1.15
8 Food and staples retailing 0.61
9 Food beverage and tobacco 0.57

10 Health care and equipment services 0.96
11 Insurance 1.37
12 Materials 1.16
13 Media 0.98
14 Real estate 0.91
15 Retailing 0.93
16 Software and services 1.28
17 Technology hardware and equipment 0.85
18 Telecommunication services 0.35
19 Transportation 0.91
20 Utilities 0.35

Market 1.00

Source: Based on financial data taken from Aspect Financial Analysis on 17 May 2007. This database is 
produced by Aspect Huntley Pty Ltd.



When security returns are not joint-normally distributed we cannot, in general, describe the
distributions of returns on portfolios solely by their means and variances. Indeed, it may take
additional moments for the distribution to fully describe the returns on portfolios, and risk may
not be linearly related to them. One way to rescue the CAPM is to adopt quadratic preferences,
where investors only care about the means and variances in their portfolio returns. But 
placing restrictions on preferences is much less appealing. A number of empirical studies have
tested security returns on portfolios to see whether they are jointly normality distributed. Fama
(1965) did so for securities traded on the New York Stock Exchange and found they were 
symmetric with fat tails. In other words, they are approximately bell-shaped with infinite 
variances.

If investors have heterogeneous expectations they will not observe the same mean–
variance frontier for risky securities. This is illustrated in Figure 4.17, where two consumers
have different capital market lines and choose different market portfolios. Thus, they 
measure and price risk differently, with:

i i i i hk
h

F M F k
h

h= + − ∈( ) , , .β for 1 2
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Differences in expectations normally result from costly information where that can 
compromise the competition assumption and the mutuality principle which both apply in 
the CAPM.

With borrowing constraints that restrict sales of the risk-free security the CML becomes
non-linear at the point where the constraint binds. The efficient mean–variance frontier is
illustrated in Figure 4.18 where no borrowing is allowed at the risk-free rate. It is the CML
up to the market portfolio, then it becomes the efficient mean–variance frontier for risky
securities. Once investors locate beyond point M on the efficient frontier they hold different
risky bundles and therefore measure and price risk differently. All other investors measure
and price risk identically as they hold risky bundle M and have the same marginal valuation
for risk along the linear segment of the frontier between points i and M in the diagram.
Borrowing constraints may also limit arbitrage activities that drive profits from security
returns. In a competitive capital market a perfect substitute can be created for every security
by bundling together existing traded securities, where arbitrage equates the expected return
on the security with the return on its derivative. When borrowing constraints restrict the 
ability of traders to create these derivative securities the competition assumption may fail to
hold, and there may be profits in security returns, which is not consistent with the CAPM
pricing equation in (4.21).

In the absence of a risk-free security, investors hold different risky bundles on the 
non-linear efficient mean–variance frontier. Thus, they measure and price risk differently.
Black (1972) argues the CAPM can be rescued in these circumstances when investors create
derivative securities with no market risk in them as replacements for the risk-free security.
They are referred to as zero-beta securities because they have βZ = 0. These derivatives are 
normally created by shorting some securities and going long in others, where the CAPM
pricing equation becomes

Unfortunately the Z security is not unique. Indeed, there are different ones for each market
portfolio on the risky efficient mean–variance frontier. An example with two market portfolios
is given in Figure 4.19.

i i i ik Z M Z k= + −( ) .β
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Elton and Gruber (1995) manage to derive an aggregated CAPM pricing equation under
these circumstances where the market portfolio and the Z security are the weighted sum of
the individual investor market portfolios and Z securities which are both drawn from the
same set of risky traded securities. Clearly, it is a much more difficult pricing equation to
estimate and use in applied work.

When there are taxes on security returns, investors choose the same risky market portfolio
when they face the same after-tax CML. They can have different tax rates on different types
of securities, but they must be the same for all investors. An example is given in Figure 4.20,
where the tax rate on interest is higher than the tax rate on returns to all the risky securities
held in the market portfolio.

Since investors face the same before-tax (BT) and after-tax (AT) capital market lines they
choose the same market portfolio. However, when they face different marginal tax rates on
the same security returns they have different after-tax capital market lines and choose dif-
ferent market portfolios. Elton and Gruber (1995) and Brennan (1970) derive an aggregated
CAPM pricing equation where the market portfolio is determined by the weighted after-tax
returns on the risky portfolios chosen by investors. Clearly, it is much harder to compute
than the simple CAPM pricing equation without taxes in (4.21).

The effects of transactions costs on the CAPM are similar to income taxes when they dis-
tort security returns, but they differ by using resources rather than transferring them as tax
revenue. They also make it costly to eliminate diversifiable risk, where any marginal costs
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incurred must be included in the asset pricing equation. Asymmetric information is much
more likely when information is costly to acquire, where investors with different costs will
likely have different information and form different expectations about security returns.
Most popular asset pricing models assume there are no transactions costs, based largely on
the view that institutional investors, who are specialist traders in the capital market, have low
marginal transactions costs. In these circumstances they create risky mutual funds for 
individual consumers facing higher costs due to the relatively small value of their security
trades.

A number of interesting puzzles arise in finance when equilibrium outcomes are exam-
ined in models without trading costs. For example, firms pay no dividends to fully taxable
shareholders in economies with a classical corporate tax system. This so-called dividend
puzzle is examined later in Chapter 7 where one of the explanations relies on differential
trading costs on paying dividends and capital gains.

The CAPM holds when there are more than two time periods if the interest rate and rela-
tive commodity prices are constant and security returns are independently and identically
distributed over time. This leaves consumers facing the same efficient mean–variance fron-
tier, and the same real income, in every time period. Once consumption risk changes over
time the CAPM fails to hold. Merton (1973a) extends the CAPM to the intertemporal set-
ting by adding additional factors in the pricing equation to explain changes in market risk.
This is the intertemporal CAPM which we examine later in Section 4.3.2.

4.2 Arbitrage pricing theory

One of the less attractive features of the CAPM is that it predicts every consumer will hold
the same risky portfolio. It also relies on security returns being jointly normally distributed
and consumers holding all their net wealth in financial securities. In response to these con-
cerns Ross (1976) derives a pricing equation by isolating the common component of
changes in security returns using a linear factor analysis.

As the name suggests, the APT relies crucially on arbitrage to eliminate any profits from
security returns and to provide investors with the ability to eliminate idiosyncratic risk from
their portfolios. An important starting point is the assumption that security returns can be
fully described by a linear factor model, where the random return on any traded security k
is related to g = 1, ... , G factors and noise, with:

(4.22)

where βkg is the sensitivity of the return on security k to the risk isolated by factor g, f
~

g the
deviation in the value of factor g from its mean value (with f

~

g = F
~

g −
_
Fg and

and an error term (with . When (4.22) is used as a regression equation
the factor deviations are uncorrelated with each other (cov( f

~
g, f

~
j ) = 0 for all g ≠ j)), and the

model describes the returns to securities, and not just any arbitrary set of returns, when the
error terms are uncorrelated across securities (with  E(~εk , ~εj) = 0 for all k, j).10 To simplify
the analysis, we report the factor deviations as rates of return on their mimicking factor port-
folios (with This makes the sensitivity coefficients in (4.22) standard
beta coefficients, with  Each mimicking portfolio is a derivative
security with unit sensitivity for one factor and zero sensitivity for all others. Thus, their risk 
premiums are market premiums for the risk isolated by each factor.

βkg k g gi i i= cov( , )/var ( ).� � �
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It is important to note that (4.22) is not a functional relationship as the factors are not nec-
essarily the source of aggregate uncertainty in security returns. Rather, they are correlated
with it, and are typically macroeconomic variables such as industrial production and infla-
tion, where deviations in security returns from their expected values are due to deviations in
the values of these common factors from their means plus noise. Since factor risk is non-
diversifiable it attracts a premium, while the noise, which can be diversified away inside
portfolios with a large number of securities, attracts no premium.

A pricing equation for the APT is derived by first estimating the beta coefficients in
(4.22) using a statistical analysis and then pricing the factor risk using the law of one price
in a frictionless competitive capital market where the no arbitrage condition holds. The risk
premium for each factor g is obtained by constructing a mimicking portfolio and deducting
the risk-free interest rate from its expected return, with A formal derivation
of the pricing equation is provided below in Section 4.3.3 where it is obtained as a special
case of the CBPM in (3.17). An intuitive derivation is provided here by demonstrating the
properties and assumptions in the model, in particular the role of arbitrage. We begin by cre-
ating a risk-free arbitrage portfolio (A) with no initial wealth, where:

(4.23)

Using the linear factor model in (4.22) the random return on this portfolio is

(4.24)

For it to be risk-free the security weights must be chosen to eliminate the factor risk in 
the second term, with for each factor g, and there must be enough 
securities (K) in the portfolio to eliminate idiosyncratic risk in the third term, with

As the number of securities in the arbitrage portfolio increases, the weight for
each security becomes smaller, thereby eliminating the diversifiable risk. In these circum-
stances the return on the arbitrage portfolio is non-stochastic, with

(4.25)

Thus, when the no arbitrage condition holds all profits are eliminated from security
returns, where the return on the arbitrage portfolio, which is constructed with no initial
wealth, must be zero.11 By using the properties of linear algebra, the three orthogonality 
conditions, and impose a linear relationship on the
coefficients for the portfolio weights, with

(4.26)

where λ0 and λg are non-zero constants. And the constants are themselves rates of return,
which is confirmed by using (4.26) for the risk-free security (F), with βFg = 0, where λ0 = i,
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and the mimicking factor portfolios, with βkg = 1 for all k = g and βkg = 0 for all k π g, where
After substitution, we have the APT pricing equation,

(4.27)

where is the risk premium for factor g risk and the
beta coefficient that measures its contribution to the market risk in security k. It is based on
the following assumption:

¥ Consumers are risk–averse with homogeneous expectations.
¥ Security returns are described by a linear factor model.
¥ The law of one price holds.
¥ There is a risk free security.

Notice that this pricing equation has a similar structure to the CAPM equation in (4.21).
Investors with homogenous expectations measure and price risk identically and therefore
use the same factors (state variables) to identify market risk. The difference between the
models is that the APT does not require jointly normally distributed asset returns, and risk
is isolated using more than one factor. Unfortunately, however, the factors are not identified
in the model. Instead, they are identified empirically by using data to find the best fit for the
linear factor model in (4.22). Some analysts find the APT model more appealing as the risk
factors are normally macroeconomic variables that investors monitor to evaluate economic
activity. Chen et al. (1986) use US data to find four suitable candidates in the index of indus-
trial production, changes in default risk premiums, differences in the yields on short-
and long-term government bonds, and unanticipated inflation. Without a common set of 
factors the APT equation becomes an agent-specific pricing model.

If, in a two-period setting, asset returns are jointly normally distributed and consumer
income is restricted to the returns on portfolios of securities, the APT equation in (4.27) col-
lapses to the CAPM model in (4.21) where the variance in the return to the market portfolio
is the sole factor in the model.

4.2.1 No arbitrage condition

Arbitrage plays an important role in the derivation of the APT model. But it is no less 
important in the CAPM, or, for that matter, any of the other equilibrium asset pricing models
we examine later. They all rely on arbitrage to eliminate profits from expected security

βgk g k gi i iCov Var= ( , ) / ( )� � �λ g gi i= −( )

= ,i i kk
g

g gk− ∀∑λ β

λ g gi i= − .
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Box 4.4 The CAPM as a special case of the APT

When the return on the market portfolio is the single factor that isolates market risk in the APT
model, we have from (4.27) that, for any security k,

with This is the CAPM pricing equation in (4.21) where the lin-
earity comes from the linear factor model and not from assuming security returns are jointly-
normally distributed. The single factor is much more likely when consumers fund all their
future consumption from returns to portfolios of risky securities.

βkM k Mi iM i= Cov Var( , )/ ( ).� � �

i i i ik M Mk= + −( ) ,β



returns where any differences are explained by risk. This can be illustrated for the arbitrage
trader (A) who maximizes profit by constructing a risk-free portfolio with
no cost to initial wealth, where It combines a risky security (k) with its
perfect substitute (D) created by bundling together other traded securities. The optimization
problem is illustrated in Figure 4.21 when security D initially has a higher expected return.

The budget constraint (WA) is the solid line with slope - paD /pak where every dollar 
allocated to one security must be financed by selling the other one. The iso-profit lines
(illustrated as dashed lines) isolate combinations of securities k and D that hold profit 
constant at p A′. Initially they have a steeper slope (in absolute value terms) than the slope of
the budget constraint, where profits are obtained by going long in security D and short in
security k. When the consumer holds portfolio A′ by selling dollars of security k to fund
the purchase of a A

D
¢ dollars of security D, the profit πA′ is illustrated as distance 0B in 

Figure 4.21. In the absence of transactions costs the trader would maximize profit by being

ak
A′

P a P aak k
A

aD D
A+ = 0.

πA
k k

A
D D

AR a R a= +
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Box 4.5 The APT pricing equation: a numerical example

Suppose we undertake an empirical analysis and find security returns are isolated using two
factors – an index of industrial production (Y) and unanticipated inflation (P). The state-
contingent returns on factor mimicking portfolios and two securities, Alpha (A) and Bastion
(B), are summarized below.

Returns (%)

Factor portfolios Shares (k)

States Probabilities Y P A B

1 0.25 −5.00 34.50 35.0 5.0 
2 0.30 25.00 3.90 18.0 25.0
3 0.20 −15.00 −5.00 −24.0 −10.0

4 0.25 35.00 18.16 28.0 40.0
Mean 12.00 13.34 16.35 16.75
Variance 401.00 211.75 447.33 333.19

σYP 0 σkY 212.05 360.25
i 6.25 σkP 256.03 40.61

bkY 0.53 0.90
bkP 1.21 0.19

Since each factor portfolio isolates the risk for a single factor, with βYY = βPP = 1 and βYP = βPY, = 0, their
returns have zero covariance with each other, where 
When these factors isolate all the market risk there are no residuals in the expected returns to
securities, where the APT pricing equation becomes:

The premium for market risk isolated by the index of industrial production is 5.75 per cent,
while it is 7.09 per cent for unanticipated inflation. After substituting the beta coefficients for
the two shares, Alpha and Bastion, we find they have expected returns, of:

Based on these calculations, traders could make arbitrage profits by selling security A and
buying security B when the APT equation above correctly predicts their expected returns, as
we have ī A>16.35 and ī B>16.75.

iA = + − + −6 25 12 00 6 25 0 53 13 34 6 25 1 21. ( . . ) . ( . . ) . ≈≈
= + − + −

1787
6 25 12 00 6 25 0 90 13 34 6 2

,
. ( . . ) . ( . .iB 55 0 19 12 77) . . .≈

ik kY kP= + − + −6 25 12 00 6 25 13 34 6 25. ( . . ) ( . . ) .β β
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infinitely long in security D and infinitely short in security k. This process eliminates the
excess return on security D by equating their expected returns, with and pak = paD.
It is the no arbitrage condition where the iso-profit lines have the same slope as the
budget constraint.

4.3 Consumption-based pricing models

As noted in the introduction to this chapter, the CAPM and the APT are special cases 
of the consumption-based pricing model (CBPM) in (3.17). In a multi-period setting, the 
consumption-based pricing model (CBPM) is

(4.28)

where E(.) = sπs(.) is the expectations operator conditioned on information at the beginning
of the first period the stochastic discount factor over period t to 
τ, R̃ τ the payouts to the K securities at τ and pa the vector of current security prices at t. It is
based on the following important asumptions:

i Consumers have time-separable NMEU functions with a constant rate of time preference.
ii They have common expectations and conditional perfect foresight.

iii The capital market is competitive, frictionless and complete.

Since consumers can trade in a frictionless competitive capital market they have the same
stochastic discount factor and face the same consumption risk.13 Thus, the risk premiums in
expected security returns are determined by their covariance with aggregate consumption.
That means we can solve the discount factors as functions of the variables that determine
aggregate consumption risk. We follow Cochrane (2001) in this section by deriving the
CAPM and the APT, together with the ICAPM and the consumption-beta capital asset pric-
ing model CCAPM, as special cases of the CBPM in (4.28). This is an effective way of com-
paring their strengths and weaknesses.

When there are multiple time periods, (4.28) is derived using a time-separable NMEU func-
tion with a constant rate of time preference (r), where, for an infinitely lived consumer, we have

(4.29)EU E U It t
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Figure 4.21 Arbitrage profits.
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with 0<δ = 1/(1 + ρ) ≤1 being a measure of impatience for future consumption. It is con-
venient to define a value function that maps utility over wealth by writing the consumer
problem in the Arrow–Debreu asset economy as

(4.30)

whereW
~

t is the discounted value of consumption expenditure at time t, and i
~

W, t + 1 the rate of
return on wealth over period t to t + 1. This can be collapsed into a two-period problem by
including a vector of additional factors (z~t) in the value function at each time t to isolate
shifts in the investment opportunity set and changes in relative commodity prices, where

(4.31)

By using this value function we can write write the stochastic discount factor as

(4.32)

All of the following pricing models start from this point and make different assumptions
about the composition of wealth and the state variables that describe how it changes over
time. The additional factors in (4.32) disappear when the interest rate and relative commod-
ity prices are constant, and security returns are independently and identically distributed
(i.i.d.) over time.

4.3.1 Capital asset pricing model

Recall from Section 4.1 that risk is isolated by a single factor in the CAPM. It is obtained
from the CBPM in (4.28) in a multi-period setting by making the following additional
assumptions:

i At the beginning of each period t, consumer wealth is confined to a portfolio of finan-
cial securities aw

t with market value pat aw
t = Wt - It, and a stochastic net return over the

next period of i
~

W, t+1.17

ii Security returns are jointly normally distributed.
iii The interest rate is constant and security returns are i.i.d. over time.18

iv Relative commodity prices do not change over time.

In a two-period setting the CAPM holds by adopting assumptions (i) and (ii), where 
(i) rules out income from labour and other capital assets by restricting consumer income to
returns on portfolios of securities, while (ii) makes expected security returns linear in their
covariance with the return on the risky portfolio. For the CAPM to hold in a multi-period
setting, we need to add assumptions (iii) and (iv), where (iii) rules out shifts in the invest-
ment opportunity set over time and (iv) holds real income constant.

On the basis of these assumptions we can write the stochastic discount factor for each
time period in (4.32), omitting time subscripts, as

(4.33)�
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In the absence of changes in consumer preferences it is independent of time, where paaW and
W are the values of the wealth portfolio and consumer wealth, respectively, at the beginning
of each period, and i~W the return on wealth at the end of each period. When i

~
W and R

~
k are jointly

normally distributed we can use Stein’s Lemma to decompose the CBPM in (4.28) as:

with W
~

= (1+ i
~
w)W. Using R

~
k=(1 + i

~
k)pak to isolate the return on security k, and

for the price of the risk-free bond, we have

where is the non-diversifiable risk in the return on the wealth portfolio. 
Since this relationship must also hold for the return on the risky market portfolio M, we have

with being the covariance in the returns on the wealth and market portfo-
lios, being the wealth invested in risky market portfolio M, and

. After substitution, and using we obtain the
CAPM pricing equation in (4.21).
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Box 4.6 The CAPM has a linear stochastic discount factor

Linear pricing models are equivalent to a linear stochastic discount factor. This can be demon-
strated for the CAPM by writing (4.21) as

with the constants c>0 and b< 0. Since the price of market risk is

we can use to write the pricing equation as

This collapses to the CBPM in (4.28), where with the linear discount

factor � �m c b i iM M= + −( ).
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While there are two time periods in the CAPM derived by Sharpe and Lintner, it also
holds for multiple time periods when the interest rate and relative commodity prices are con-
stant and security returns are i.i.d. over time. In effect, consumers are in a steady-state equi-
librium facing the same aggregate risk in each period, where the market risk in security
returns in every period is described by a single factor, which is how they covary with the
return on the market portfolio. Based on this derivation, we find two important features of
the CAPM model. First, all the aggregate consumption risk comes through security returns,
thereby limiting the ability of the CAPM to explain how consumers measure risk when they
also have income from labour and other capital assets. Second, changes in aggregate 
consumption risk are not accommodated by the CAPM. The ICAPM addresses this problem
by extending the CAPM to multiple time periods by including additional factors to describe
changes in the investment opportunity set and relative commodity prices.

4.3.2 Intertemporal capital asset pricing model

As noted above, the popularity of the CAPM stems from its simplicity – in particular, the
way it isolates consumption risk with a single state variable using mean–variance analysis.
And this state variable is specified by the model as the variance in the return on the market
portfolio which every consumer combines with a risk-free bond. In applied work the market
portfolio is normally derived as a value-weighted index of the securities trading on the stock
exchange. While the CAPM is frequently used by analysts in a multi-period setting, there is
evidence to suggest aggregate consumption risk changes over time. Merton (1973a) extends
the CAPM to accommodate changes in the investment opportunity set using a continuous-
time analysis. The model maintains most of the assumptions in the CAPM – in particular,
that consumers with homogeneous expectations maximize state-independent time-separable
expected utility functions, they hold all their wealth in portfolios of securities, and can trade
a risk-free bond (but with a return that can vary over time).20 We derive the ICAPM as a spe-
cial case of the CBPM in (4.28) using a discrete-time analysis of the consumer problem
summarized by the value function in (4.31) where vectors of additional state variable (z) are
included to describe changes in aggregate consumption risk. To obtain the model in Merton
we make the following additional assumptions:

i At the beginning of each period t consumer wealth is confined to a portfolio of finan-
cial securities aw

t with market value and a stochastic net return over the 
next period of .21

ii Security returns are jointly-normally distributed.

Relaxing assumptions (iii) and (iv) in the CAPM allows aggregate consumption risk to
change over time. Following Merton, we restrict the analysis to a single consumption good
and assume changes in aggregate risk can be described by a single state variable. When secu-
rity returns and the state variable are multi-variate normal we use Stein’s lemma (see note 19)
to decompose the pricing equation in (4.28), with the stochastic discount factor in (4.32), as:
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Merton assumes the interest rate is the sole factor needed to describe changes in the
investment opportunity set, where a security n is identified with returns that are perfectly
negatively correlated with changes in the interest rate, so that ρni = −1. This security is used
as a proxy for the single factor (zn) that describes future changes in market risk, where the
expected excess return on any security k ≠ n in (4.34) becomes

(4.35)

After multiplying the excess return on each security in the market portfolio by their port-
folio shares and summing them, we obtain the risk premium in the market portfolio:

(4.36)

Setting k = n in (4.35), and using the risk premium in (4.36) to solve the variables A and B
in (4.34), we have the ICAPM pricing equation,

(4.37)

where M is the wealth portfolio and n the derivative security that is perfectly negatively 
correlated with changes in the interest rate. It is based on assumptions (i) and (ii) in the
CAPM, but relaxes (iii) and (iv) by allowing changes in the investment opportunity set and
in relative commodity prices over time.

The additional covariance terms make it slightly more complex than the CAPM equation
in (4.21), where the first term is compensation for non-diversifiable risk in the market port-
folio, and the second term compensation for non-diversifiable risk due to changes in the
interest rate over time. There are additional terms in (4.37) when changes in the investment
opportunity set are described by more than one state variable. Long (1974) shows how this
is much more likely with multiple consumption goods, where additional factors describe
changes in their relative prices.23

There are a number of special cases where the pricing equation in (4.37) can be simplified.
When the returns on the market portfolio and security n are uncorrelated (with ρnM = 0) the
pricing equation in (4.37) collapses to a multi-beta model, where

Merton identifies two situations where the ICAPM becomes the CAPM – the first is
where the interest rate is non-stochastic, with σn = 0, and the second is where all traded secu-
rity returns are uncorrelated with changes in the interest rate, with ρki = 0 for all k.24

4.3.3 Arbitrage pricing theory

In both the CAPM and ICAPM consumer preferences can be summarized by the mean and
variance of the return on their wealth, which is confined to a portfolio of securities, as secu-
rity returns are jointly normally distributed. The arbitrage pricing theory (APT) is more gen-
eral because it makes no assumption about the distributions of the returns on securities and
allows consumers to receive other types of income, including income from labour. Instead
it assumes the security returns can be fully described by the linear factor model in (4.22).
Using the CBPM in (4.28) for each security k, with , we have� � �R i f pk k k k ak= + + +( )1 β ε
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where βk is a (1×G) vector of beta coefficients, with , and
f
~

a (G × 1) column vector of deviations in factor returns from their means, with
βkg k g gi i i= Cov Var for all( , )/ ( )� � � g

E m i fk k k[ ( )] ,� � �1 1 25+ + + =β ε
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Box 4.7 The ICAPM pricing equation: a numerical example

The following data will be used to compute the expected return on Homestead (H) shares when
the ICAPM in (4.37) holds. The market return is for a broadly based share price index that con-
tains all risky traded securities, while security n is perfectly negatively correlated with the
Treasury Bill rate.

Market Security n Treasury bill
Year return (%) return (%) rate (%)

2006 20.70 4.2 6.2
2005 17.30 4.6 6.0
2004 17.00 5.2 5.8
2003 −4.90 6.0 5.4
2002 −8.80 5.6 5.6
2001 12.30 5.7 5.6
2000 18.40 6.1 5.4

---------------------------------------------------------------------------
Mean 10.29 5.34 5.71
Variance 123.93 0.44 0.08
Standard deviation 11.13 0.66 0.28

---------------------------------------------------------------------------
0.97 −1.00

−0.51 −0.51

Based on this data the expected return on any risky security k solves:

When the return on Homestead shares has a variance of sH = 6.94 per cent and correlation
coefficients of ρHM = 0.97 and 

per cent.

Thus, the share contains consumption risk of 0.60 due its positive covariance with the return
on the market portfolio, and consumption risk of −0.28 due changes in the risk-free interest
rate. The negative sensitivity coefficient for the interest rate risk indicates the return on
Homestead shares is positively correlated with the return on security n, which is negatively cor-
related with the interest rate. It means Homestead shares contain interest rate risk, and since
there are risk benefits from holding security n its expected return is less than the risk-free rate.
Once the sensitivity coefficients for the two factors are priced, the premium for the risk in the
market portfolio is 0.60 (10.29−5.71) ≈ 2.75 percentage points, while for the interest rate risk
it is – 0.28 (5.34 – 5.71) ≈ 0.10 percentage points. Together they constitute a total risk premium
of approximately 2.85 percentage points. The contribution by each risk factor can be deter-
mined by computing their beta coefficients, where

and,

Thus, if we set we find per cent, where the correlation coefficient of 

reduces the expected share return by 1.91 percentage points.ρnM = −0 51.
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. The factor returns are returns on mimicking portfolios with unit sensi-
tivity to one factor and zero sensitivity to all others. These factor securities are derivatives
created by bundling securities together from the K traded securities in the capital market.
Using the decomposition for covariance terms, and noting that , we can
rewrite this pricing equation as

When the residuals are eliminated from the mimicking factor portfolios through the diver-
sification effect (with βg = 1) they have a zero price, with where the
risk premium for each factor g is

After substituting this into the previous equation we obtain the APT pricing equation in (4.27).26

The model can be used in a multi-period setting by including additional factors to isolate
changes in aggregate consumption risk. Unfortunately, however, actual security returns do
not display an exact factor structure as there are residuals in estimates of their expected
values. Since the APT model uses statistical analysis to identify the set of factors that iso-
late common movements in security returns, it relies on all the idiosyncratic risk being elim-
inated inside large factor portfolios. But most estimates of the beta coefficients in the linear
factor model have R2 values less than unity. Cochrane (2001) shows that these residuals have
non-unique positive prices which undermine the APT model. The larger the number of
traded securities that can be bundled into factor portfolios, the closer the R2 values get 
to unity.  The smaller the error terms become, the better the APT model gets at pricing risky
securities.

4.3.4 Consumption-beta capital asset pricing model

One of the main deficiencies of the ICAPM and the APT is that they do not specify all the
factors that isolate aggregate consumption risk. None are specified in the APT because the
factors are macro variables chosen to provide the best fit in a linear factor analysis (with the
highest R2). In the ICAPM the variance in the market portfolio isolates consumption risk,
but none of the factors used to explain changes in market risk over time are specified by the
model. Thus, both models are more difficult to use than the CAPM. The CAPM can be used
in a multi-period setting if real aggregate consumption expenditure is constant over time.
Breeden and Litzenberger (1978) and Breeden (1979) derive the CCAPM in a single-good,
multi-period setting. Breeden extends the analysis to accommodate multiple goods, and
does so in a continuous-time setting where aggregate uncertainty follows a Markov process
of the Ito type.27 However, data on aggregate consumption is not reported at point in time,
but rather for quarterly periods. Breeden and Litzenberger (1978) derive the CCAPM for
discrete time periods by making the following assumptions:

i There is a single consumption good.
ii The interest return is constant and security returns are independently and identically dis-

tributed over time.

i i i E mfg g− = − +( ) ( ).1 ��

E m k( )��ε = 0 for all k,
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iii Consumers have preferences with the same constant coefficient of relative risk 
aversion.

iv Aggregate consumption and security returns are jointly lognormally distributed.

Assumptions (i) and (ii) make consumption risk the same in each future time period, while
assumptions (iii) and (iv) make the stochastic discount factor linear in aggregate consump-
tion risk. It should be noted that, unlike the CAPM and the ICAPM, wealth is not confined
to returns on portfolios of securities in the CCAPM.28

There is a one-to-one mapping between wealth and aggregate consumption in each time
period when consumers have a constant coefficient of relative risk aversion (γ), while the sto-
chastic discount factor is linearly related to aggregate consumption risk when security returns
and consumption growth are jointly lognormally distributed.29 This is confirmed by using the
CBPM in (4.28) with the power utility function in (3.20) to isolate the return on security k as

(4.38)

where ρ is the rate of time preference, γ the CRRA and the growth rate
in consumption expenditure. Notice how the stochastic discount factor is now a 
function of the growth rate in consumption in the same period, with .
When security returns and consumption growth are lognormally distributed we can decom-
pose (4.38), with time subscripts omitted, as

30
(4.39)

For small enough values of i
~
k, i and g~ , this can be approximated as

31
(4.40)

The premium for aggregate consumption risk is obtained by creating its mimicking 
portfolio (I) with stochastic return īI, where from (4.40) we have . After
substitution, this leads to the CCAPM pricing equation

(4.41)

where is the beta coefficient that measures the aggregate con-
sumption risk in any risky security k. 

Like the CAPM, this is a linear pricing model with a single beta coefficient. But it too
relies on a number of simplifying assumptions that may restrict the ability of the model to
explain the observed risk premiums in security returns. First, consumers have a common
and constant CRRA, and aggregate consumption and security returns are lognormally dis-
tributed. CRRA preferences provide a one-to-one mapping between changes in aggregate
consumption and wealth, while lognormality generates a linear relationship between secu-
rity returns and the beta coefficients used to isolate aggregate consumption risk. Ruling out
shifts in the investment opportunity set and adopting a single commodity makes aggregate
consumption risk constant in real terms over time. That makes current aggregate consumption
risk the sole factor in the model.32 Also, with constant consumption risk the pricing equation
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in (4.41) holds unconditionally. Allowing consumption risk to change over time would add
additional beta coefficients to the pricing equation. The CCAPM is more general than both the
CAPM and ICAPM because it also allows income from labour and other  capital assets.

With multiple consumption goods, changes in their relative prices can affect the compo-
sition of investor consumption bundles, which can change utility, even without changing
future consumption expenditure. In the ICAPM the relative price changes are identified by
additional beta coefficients in the pricing equation. Recall that the single-good version of
the ICAPM already has two beta coefficients – one for the risk in the market (wealth) port-
folio and another for changes in it over time. Breeden extends the single-beta CCAPM to
multiple consumption goods in a continuous-time setting by measuring expected security
returns and consumption expenditure in real terms, where the pricing equation becomes

Asset pricing models 141

Box 4.8 The CCAPM pricing equation: a numerical example

The aggregate consumption data summarized below is for an economy where the CCAPM in
(4.41) holds. Over the period 1990–2006 the 2 per cent annual interest rate and relative com-
modity prices are both constant over time. Since the rate of return on the mimicking portfolio
I is perfectly correlated with the growth rate in aggregate consumption expenditure, with 
Corr , the risk premium for consumption risk is .

Level Growth Return Return 
Year ($bn) rate (g) portfolio I Security A

2006 2.04 0.07 0.16 0.11
2005 2.04 0.04 0.09 0.08
2004 1.91 0.06 0.14 0.07
2003 1.83 0.05 0.11 0.06
2002 1.73 −0.01 −0.02 0.00
2001 1.65 0.04 0.09 −0.03
2000 1.67 0.05 0.11 −0.04
1999 1.60 −0.03 −0.07 −0.12
1998 1.52 0.04 0.09 0.16
1997 1.57 0.09 0.21 0.09
1996 1.51 −0.05 −0.11 0.03
1995 1.39 0.04 0.09 0.12
1994 1.46 0.07 0.16 0.03
1993 1.40 0.06 0.14 0.04
1992 1.31 −0.01 −0.02 −0.03
1991 1.24 0.05 0.11 0.19
1990 1.25 — — —

--------------------------------------------------------------------------------------
Mean 1.59585 0.03500 0.08000 0.04719
Variance 0.05992 0.00144 0.0075102 0.00603
Standard 

deviation 0.24479 0.03791 0.08666 0.07766

After computing the covariance between the returns on the mimicking portfolio I and security
A, with σIA = 0.034036, we can use (4.41) to confirm the expected return on security A is

with β σ σIA IA I= = =/ . / . . .2 0 0034036 0 0075102 0 45319

i i i iA I IA= + − = + × ≈( ) . ( . . ) . ,β 0 02 0 06 0 45319 0 04719

i iI − = 0 06.( , )� �g iI = 1



with i*, īk
* and īj

* being the real returns on a risk–free bond and securities k and j, respec-
tively, and β∗

Ik and β∗
Ij the real consumption betas for securities k and j. The price index used

to discount security returns is constructed with marginal weights as they provide the correct
valuation for goods purchased from an additional dollar of income, while the price index for
computing real aggregate consumption is constructed with average weights as they are used
in the calculation of average real consumption, which is inversely related to the marginal
utilities of consumption goods.

4.4 A comparison of the consumption-based 
pricing models

Four equilibrium asset pricing models were derived in the previous section as special cases
of the consumption-based pricing model in (4.28). All of them

i use set factors to isolate the risk in aggregate consumption; and
ii have pricing equations that are linear in these risk factors.

Their important assumptions are summarized in Figure 4.22. As special cases of the CBPM
they are all based on consumers having time-separable NMEU functions with 
homogeneous expectations. With state independence, consumers care about the statistical
distribution of their consumption expenditure in each future time period, while time 
separability makes the stochastic discount factor between any two periods independent of
consumption expenditure in other time periods; it means the growth in marginal utility will
depend only on consumption expenditure in that time period.33 Under these circumstances

i i i ik j
Ik

Ij

* * * * ,= + −( ) β
β

*

*
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Figure 4.22 Main assumptions in the consumption-based asset pricing models.

CBPM
- Consumers have time-separable state-independent NMEU functions
- They have homogeneous expectations and conditional perfect foresight
- Tthe capital market is competitive, frictionless and complete
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consumers with homogeneous expectations have the same stochastic discount factor and, as
a consequence, the same changes in marginal utility. Given the inverse relationship between
marginal utility and consumption, they must also have the same consumption risk. Thus, 
the stochastic discount factor in the CBPM can be solved as a function of aggregate 
consumption risk.

Any differences in the models arise from the additional assumptions they make to isolate
the aggregate consumption risk. All of them use mean–variance analysis, where it results
from consumption risk being normally distributed in the CAPM, ICAPM and CCAPM, while
it results from a linear factor analysis in the APT.34 For the CAPM and the ICAPM future con-
sumption is funded solely from payoffs to securities. And since consumers can trade a 
risk-free security they combine it with the same bundle of risky securities (M) whose vari-
ance determines changes in their future consumption expenditure. In the two-period CAPM
there is a single beta coefficient that measures how much security returns covary with the
return on M, while there are additional beta coefficients in the multi-period ICAPM that sum-
marize changes in the investment opportunity set (and relative commodity prices). The multi-
period CCAPM also has a single beta coefficient because consumers have the same constant
coefficient of relative risk aversion that makes consumption expenditure a constant coefficient
fraction of wealth in each time period. The APT model is also a multi-period model which,
like the ICAPM, uses a number of factors to isolate changes in aggregate consumption risk.

On the plus side, the single factors in the CAPM and CCAPM are specified by each
model, while the multiple factors in the ICAPM and the APT are variables that investors 
frequently monitor when assessing the returns to securities. Also, ICAPM, CCAPM and
APT can be used in a multi-period setting. On the minus side, the CAPM cannot be used in
a multi-period setting unless security returns are i.i.d. and the interest rate and relative com-
modity prices are constant over time. But consumers need to have the same constant coef-
ficient of relative risk aversion in the CCAPM, while the additional factors used to isolate
changes in consumption risk are not specified in the ICAPM or the APT.

A criticism that is common to all models is that they are based on the CBPM in (4.28) where
consumers have time-separable NMEU functions. Arguably, the most restrictive assumption is
that of homogeneous expectations. If we allow consumers to have different subjective 
expectations they will, in general, measure and price risk differently, where pricing models 
are based on individual, rather than aggregate data. Another extension would allow state-
dependent preferences, but again consumers would likely measure and price risk differently,
even with homogeneous expectations, as they would no longer have the same changes in 
consumption expenditure over time. Thus, we cannot solve the discount factors in (4.28) as
functions of aggregate consumption expenditure. Indeed, the problem is further compounded
when consumers have both state-dependent preferences and subjective expectations.

4.5 Empirical tests of the consumption-based pricing models

Given the nature of the assumptions made in the consumption-based pricing model 
in (4.28), it should not be surprising that the asset pricing models derived from it perform
poorly when confronted with data. There are good practical reasons for wanting to derive
pricing models where consumers measure and price risk identically using a small number 
of state variables that can be accessed in reported data. Models based on individual 
consumption data are impractical because it is costly data to obtain.

One problem for empirical tests of these pricing models is the absence of appropriate data
– in particular, the expected values of the risk factors and the means and variances on 
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security returns. Most studies assume that ex-post time series data provides a true reflection
of the statistical attributes of their distributions when observed by consumers ex ante.
Another problem arises when the reported data does not provide all the information needed.
For example, consumers in the CCAPM measure market risk in security returns by their
covariance with aggregate real consumption expenditure. It must include consumption flows
to capital, as well as non-marketed consumption such as leisure and other home-produced
goods. Most countries measure their national accounts on a quarterly basis where aggregate
consumption expenditure excludes expenditure on major capital items and includes the
rental value of housing consumed by owner-occupiers. However, some capital expenditure
is included, while a considerable proportion of non-marketed consumption is omitted. These
discrepancies may not be a significant problem if they are closely correlated with measured
aggregate real consumption, particularly when on average they are relatively small.35

Early empirical studies tested the pricing models, in particular the CAPM, to see whether
they could successfully explain the risk premiums in security returns without considering
whether the resulting consumption risk was consistent with measures of risk aversion
obtained from observed consumer behaviour. That link was made later by Mehra and
Prescott (1985) who tested the CCAPM using a computable general equilibrium model
where they identified equity premium and low risk-free real interest rate puzzles. We sum-
marize these empirical findings in the following two subsections.

4.5.1 Empirical tests and the Roll critique

Using time series data Black et al. (1972) divide all the securities traded on the New York
Stock Exchange (NYSE) over the period 1931–1965 into 10 portfolios and estimate the
coefficients on the CAPM pricing equation:

where λ0 = 0 and when the CAPM holds. Their main findings are as follows:

i and , which implies securities with low (high) beta coefficients pay
higher (lower) returns than the CAPM would predict.

ii β dominates other terms as a measure of risk.
iii The simple linear model fits best.

Blume and Friend (1973) draw similar conclusions using cross-sectional returns. They con-
struct 12 portfolios with approximately 80 different stocks listed on the NYSE over three
separate periods between 1955 and 1968. Fama and MacBeth (1973) extend the analysis in
Black et al. and find omitted variables in the CAPM. Their findings support the multi-factor
ICAPM that accounts for changes in aggregate consumption risk.

Roll (1977a) was critical of these (and other) empirical tests of the CAPM, arguing that
the only true test is whether the market portfolio is ex ante mean–variance efficient, where
the linearity of the model follows by implication. There are an infinite number of
mean–variance efficient market portfolios where by construction the expected returns on the
individual securities in each portfolio must be linearly related to their beta coefficients.

Fama and French (1992, 1993) include firm size and book-to-market equity ratios as
additional factors to explain a cross-section of average returns to securities traded on the
NYSE not explained by the CAPM or the CCAPM. Lettau and Ludvigson (2001) derive

λ1 < −i iMλ0 0>

λ1 = −i iM

i ik k k− = + +λ λ β ε0 1 ,
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conditional versions of these models by allowing the stochastic discount factor to change
over time. But instead of including additional factors to describe changes in consumption
risk they scale the parameters in the discount factor with a proxy for the log
consumption–wealth ratio, and find the conditional models perform about as well as the
three-factor pricing model used by Fama and French.36 Their findings are supported by
Campbell and Cochrane (2000) who test the conditional versions of the CAPM and
CCAPM. Using US data, Hansen and Singleton (1982, 1983) find the unconditional
CCAPM performs poorly in explaining the time variation in interest rates and the cross-
sectional pattern of average returns on stocks and bonds, while Wheatley (1988) also rejects
the model using international data. In fact, Mankiw and Shapiro (1986), Breeden et al.
(1989), Campbell (1996) and Cochrane (1996) find it performs no better than, and in most
cases worse than, the unconditional CAPM in explaining cross-sectional differences in aver-
age returns. Campbell and Cochrane (2000) argue the market return in the CAPM captures
time variations in risk premiums much better than consumption growth in the CCAPM
because the market return is affected by dividend–price ratios while consumption growth is
not. This view is supported by Campbell (1993) based on empirical tests of a discrete-time
version of the ICAPM.

4.5.2 Asset pricing puzzles

As noted by Cochrane (2001), early tests of the CAPM and ICAPM focused on their ability
to explain the risk premiums in expected security returns without considering how much
risk was being transferred into real consumption expenditure. When testing the CCAPM,
Mehra and Prescott looked at whether the implied values of the (constant) coefficient of rel-
ative risk aversion and the (constant) rate of time preference were consistent with the risk in
aggregate real consumption. Using US data, they discovered the equity premium and low
risk-free real interest rate puzzles, where the premium puzzle finds the need to adopt a coef-
ficient of relative risk aversion in the CCAPM that is approximately five times larger than
its estimated value in experimental work, while the low risk-free rate puzzle finds the
observed real interest rate much lower than the CCAPM would predict when the coefficient
of relative risk aversion is set at its estimated value. Once it is set at the higher values
required to explain the observed equity premium the predicted real interest rate is even
higher.

We demonstrate these puzzles using the Hansen and Jagannathan (1991) bound on the price
of risk in security returns. It is an adaptation of the Sharpe ratio (Sharp 1966) which measures
the equilibrium price of risk, for any security k, as Using the CBPM equation in
(4.28) when consumers have a power utility function and security returns are jointly log 
normally distributed with aggregate consumption, we have the following definition.

( ) / .i ik k− σ
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Definition 4.1 The Hansen-Jagannathan bound on the equilibrium price of risk in the CCAPM is

(4.42)

where sm is the variance in the pricing kernel, γ the constant coefficient of risk aversion and sg
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This bound on the Sharp ratio is obtained by setting the coefficient of correlation between
the stochastic discount factor and the real return on the security k at its upper bound of unity,
with .37 Since (4.42) conveniently relates the risk premium to the CRRA
(γ), it can be used to demonstrate the equity premium puzzle identified by Mehra and
Prescott, where they add dividends to the US Standard & Poor’s 500 Index and divide it by
the consumer price index to obtain a measure of its real return over the period 1889–1978.
The real risk-free return is computed using short-term Treasury bills over the same period.
Similar data is collected by Cochrane (2001) for the value-weighted index of stocks trading
on the NYSE over the post-war period in the US. The relevant statistics for the two data sets
are summarized in Table 4.3, where M denotes the index of stocks used in each study.

We compute the Sharpe ratio and the coefficient of relative risk aversion using these data.
The results are summarized in Table 4.4 for which is the upper bound used
in (4.42), and Corr (− m~ , i

~
M)=0.2 which is used by Cochrane.

The implicit values for γ are much larger than those obtained from empirical estimates, which
fall within the range 0 to 2. Friend and Blume (1975) obtain an estimate of 2 using household
data in the US, while Fullenkamp et al. (2003) obtain values ranging from 0.6 to 1.5 using data
from a television game show. Clearly, the value of γ in the CCAPM pricing equation is 5 times
larger than 2 using the Mehra–Prescott data, and 25 times larger using Cochrane’s data when

They are significantly higher for 
To demonstrate the low interest rate puzzle identified by Mehra and Prescott, we use

(4.28) with the power utility function in (3.20) to compute the expected price of the risk-free
bond as

where is the growth rate in aggregate real consumption expenditure. An
approximate relationship between the interest rate, the rate of time preference and the
growth rate in consumption expenditure is obtained by expressing this bond price in log-
arithmic form as
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Table 4.3 The asset pricing puzzles in US data

Mehra and Prescott (1985) Cochrane (2001)

σg 3.57% 1%
6.98% 9%

σM 16.54% 16%
i 0.80% 1%

iM

Table 4.4 Equity premium puzzle

Mehra and Prescott (1985) Cochrane (2001)

Sharpe ratio: 37% 50%
RRA(γ) 

Corr(− m~, i
~
M) = 1 10 50

Corr(− m~, i
~
M) = 0.2 52 248



(4.43)

There is good intuition for this relationship. Consumers need a higher return on consumption
transferred to the future as saving when they are more risk-averse, and when they expect a
higher growth rate in consumption expenditure. Similarly, a higher rate of time preference
(which lowers δ) reduces saving and drives up the interest rate (with ln δ < 0 for 0 < δ < 1). 
Table 4.5 applies the data in Table 4.3 to the relationship in (4.43) for different values 
of γ and δ. In both data sets in Table 4.3 the average real interest rate was approximately 1
per cent, which is much lower than the rate predicted by the CCAPM with power utility.
Indeed, it is almost three times higher using Mehra and Prescott’s data and twice as high 
using Cochrane’s data, with γ = 1. And this difference is even larger for higher values of 
γ and δ.

4.5.3 Explanations for the asset pricing puzzles

There are essentially two ways to explain these puzzles – one modifies consumer 
preferences in the CCAPM, while the other finds more risk in individual consumption than
there is in aggregate consumption.39 This subsection summarizes the intuition for these
extensions, along with their ability to explain the two puzzles identified by Mehra and
Prescott.40

Preference modifications

As noted in previous sections, a number of important restrictions are placed on consumer
preferences in the CCAPM. Most extensions relax time separability and state independence
in the following ways.

Habit theory. This makes utility for a representative agent depend on one or a combina-
tion of past own consumption (internal habit), past consumption of others, and the current
consumption of others (external habit). These models add a habit variable to the utility 
function at each point in time, where its equilibrium effects are determined by the way habits
are formed and how they change over time. For example, Abel (1990) models habit as a 
multiplicative function of past consumption by others, together with past own consumption

ln( ln .381+ ≈ −i E g) ( )γ δ�
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Table 4.5 Low risk-free interest rate puzzle

RRA(γ ) Mehra and Prescott data Cochrane data

For d = 0.99
1 2.88% 2.03%
2 4.78% 3.05%

10 21.29% 11.63%
50 152.20% 66.54%
For δ = 0.94
1 8.35% 7.45%
2 10.35% 8.53%

10 27.75% 17.57%
50 165.61% 75.40%

E g( ) %� = 1E g( ) . %� = 1 83



to capture internal habit, Constantinides (1990) makes habit an exponential function of past
own consumption, and Campbell and Cochrane (1999) make it an additive function of past
consumption by all other consumers.41

With internal habit consumers become attached to a particular level of consumption
which they prefer to maintain, while external habit is based on past consumption of others,
reflecting a concern for relative consumption levels. The benefits most people get from con-
sumption at any point in time depend on their past consumption as well as the amount con-
sumed by neighbours or their social peers. Internal habit extends standard preferences by
relaxing time separability, while external habit introduces consumption externalities. Both
approaches provide an explanation for the risk-free rate puzzle by raising aggregate saving.
For internal habit consumers save more when consumption is habit-forming, while for exter-
nal habit they save more due to their sensitivity to aggregate consumption risk.42 Both
approaches explain a large equity premium if, in the case of internal habit, consumers are
highly sensitive to their own consumption risk, or, in the case of external habit, they are
highly sensitive to aggregate consumption risk. But high sensitivity to own consumption risk
requires a high degree of risk aversion, whereas aggregate consumption is fairly smooth.
Thus, in both cases a high degree of risk aversion is required to explain why consumers are
indifferent between bonds and equity. In other words, habit formation cannot successfully
explain the equity premium puzzle identified by Mehra and Prescott.43

Separating risk aversion from intertemporal substitution. There is an inverse relationship
between the CRRA and the elasticity of intertemporal substitution when consumers have
standard preferences. Indeed, for the power utility function the elastic-
ity of intertemporal substitution is 1/γ.44 Thus, highly risk-averse consumers view consump-
tion in different time periods as more complementary. And when they are reluctant to
substitute consumption intertemporally in a growing economy the equilibrium interest rate
has to be higher. Epstein and Zin (1989) suggest using the generalized expected utility pref-
erences of Kreps and Porteous (1978) and Selden (1978) that separate the coefficient of rel-
ative risk aversion from the elasticity of intertemporal substitution. They write the utility
function as

where θ = (1 − γ)/(1 − 1/Ω) with Ω being the elasticity of intertemporal substitution. This
collapses to the time-separable power utility function when γ = 1/Ω. While relaxing this
inverse relationship provides a solution to the risk-free rate puzzle, it does not solve the
equity premium puzzle. Ultimately, a relatively high value for the CRRA is required to
explain the large equity premium in the presence of low consumption risk.

Behavioural experiments and loss aversion. Benartzi and Thaler (1995) and Barberis 
et al. (2001) use evidence from behavioural studies to justify the inclusion of a state vari-
able in the utility function to capture additional welfare effects from financial gains and
losses on security portfolios. They argue that utility falls more when there are losses than it
rises when there are gains, where these welfare effects are not captured as direct benefits
derived from their consumption flows. In effect, they suffer from loss aversion which drives
up the risk premium on equity. Thus, the equity premium in the data can be explained with
a lower CRRA. While this approach can successfully explain the equity premium and risk-
free rate puzzles, it does so in a somewhat ad hoc fashion. In fact, it may provide evidence
that consumer preferences are state-dependent.
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Heterogeneous consumption risk

Consumers have the same individual consumption risk in the consumption-based pricing
models because they can costlessly eliminate diversifiable risk. A number of studies extend
these models by allowing individuals to face different consumption risk. This personalizes
the asset pricing equation and impacts on the equilibrium risk premium. There are a number
of reasons for incomplete insurance, including (i) incomplete markets and borrowing con-
straints and (ii) transactions costs.

Incomplete markets and borrowing constraints can stop consumers from eliminating
diversifiable risk from their consumption expenditure. In particular, they may not be able
insure against variations in labour income when human capital cannot be used as collateral,
and private insurance may be restricted by moral hazard and adverse selection problems in
the presence of asymmetric information. Weil (1992) is able to explain the equity premium
and risk-free rate puzzles in a two-period setting with incomplete financial markets.
Consumers who cannot fully insure against idiosyncratic risk will save more to offset
increases in future consumption risk. The extra saving drives down the risk-free rate, while
the extra individual consumption risk drives up the equilibrium premium on returns to
equity over debt. However, the ability of incomplete markets to explain these pricing 
puzzles is mitigated in an multi-period setting by dynamic self-insurance where consumers
can offset low (transitory) consumption shocks by borrowing. This provides them with a
substitute for insurance unless there are borrowing constraints. Heaton and Lucas (1996)
make numerical simulations in a computable general equilibrium model where they find
that incomplete markets and borrowing constraints have a small effect on the risk-free 
interest rate in an infinite horizon setting.45

Constantinides and Duffie (1996) extend the analysis of incomplete financial markets by
making idiosyncratic labour income shocks permanent. For example, when labour income
falls and stays low for ever, dynamic self-insurance cannot overcome the inevitable fall in
consumption, even in the absence of borrowing constraints. When these income shocks are
sufficiently large and persist they can raise individual consumption risk above aggregate
consumption risk sufficiently to explain the low interest rate and high equity premiums in
the data. However, Heaton and Lucas estimate idiosyncratic shocks to labour income using
US data and find it has an autocorrelation of approximately 0.5 that reduces the risk-free
rate by only a small amount.

Transactions costs explain the equity premium when equity is much more costly to trade
than debt. Based on turnover rates for equity traded on the NYSE, Fisher (1994) finds that
the bid–ask spread on equity needs to be as high as 9.4 to 13.6 percentage points. There are
a range of different costs that traders face, including broking fees, taxes and a range of pro-
cessing costs, that create the spreads between buyer and seller prices. But these costs do not
appear to be large enough to explain the equity premium puzzle.

In an infinite horizon setting, Aiyagari and Gertler (1991) include differential transactions
costs on debt and equity used by consumers to smooth idiosyncratic shocks to labour
income in the absence of formal insurance. When equity is relatively costly to trade, 
consumers use debt to offset these income shocks. And this is consistent with the high
turnover rates for debt and the low turnover rates for equity in financial markets. Aiyagari and
Gertler find that debt in the US turns over on average between three and seven times each
year, depending on the type of debt instrument, while equity turnover is negligible. Since 
self-insurance relies on trading both debt and equity, relatively large transactions costs on
equity leave consumers with higher individual consumption risk. This is similar to the 
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explanation for the pricing puzzles in Constantinides and Duffie where dynamic self-insur-
ance cannot eliminate persistent shocks to labour income. The higher risk in individual con-
sumption explains the equity premium, while the demand for debt to smooth the variance in
future consumption reduces the interest rate.

Swan (2006) finds one-way transactions costs as small as 0.5 percentage point on equity
can explain both pricing puzzles due to the (invisible) costs of forgone equity trades at 
5.7 per cent of value. These marginal costs arise from inefficient risk sharing in the pres-
ence of differential trading costs, and are approximately 15 times higher than the observed
trading costs. Debt turnover rises significantly, due to its lower transactions costs, to match
the lower net marginal gain from spreading risk with equity, but without the same risk-
sharing benefits. Thus, individual consumption risk is higher than aggregate consumption
risk, and there is a lower interest.

As noted earlier, explanations for the equity premium and low interest rate puzzles can be
divided between those that seek to extend the CCAPM by modifying consumer preferences,
and those that allow different individual consumption risk. Grant and Quiggin (2004) argue
there are potentially large differences in the welfare and policy implications of these ex-
planations. Whenever the observed risk premium and the low risk-free rate are equilibrium
outcomes in an efficient capital market, there are no potential welfare-improving policies.
Habit formation, transactions costs and preferences that separate risk aversion from
intertemporal substitution are explanations that fall into this category. In contrast, explana-
tions based on market failure or investor irrationality may provide opportunities for welfare-
improving policies if governments can overcome market failure or improve on irrational
private outcomes.

Grant and Quiggin argue that, whenever governments can eliminate idiosyncratic risk in
labour income at lower cost than private traders using the tax system, the discount rate on
public sector projects is marginally higher than the risk-free interest rate.46 As a conse-
quence, welfare can be raised through tax-funded public investment. Similarly, if private
financial markets for trading aggregate risk are incomplete, then, consistent with proposals
by Arrow and Lind (1970), the cost of capital for investment in the public sector will be
lower than it is for the private sector undertaking the same projects when the government
can spread aggregate risk more efficiently. Indeed, Grant and Quiggin link the implications
of the equity premium puzzle to the arguments made by Arrow and Lind to identify poten-
tially large welfare gains from macroeconomic stabilization policies that reduce fluctuations
in aggregate income.

There are, however, good reasons to be cautious about this claim. First, the scope for gov-
ernments to diversify risk more efficiently than private markets seems rather optimistic.47 It
is difficult to find circumstances where agents in the public sector are better informed and
better placed to overcome asymmetric information, or trade at lower transactions costs, than
private agents. But even in circumstances where they can, governments have difficulty
implementing stabilization policies to counteract the effects of the business cycle on 
economic activity. Indeed, they have trouble identifying turning points in the business cycle,
as well as problems implementing the appropriate tax-spending changes in a timely manner.
Additionally, there are principal–agent problems in the public sector that make it a 
notoriously inefficient operator, where any potential welfare gains from a lower cost of
capital can be offset by a lower marginal productivity of investment in the public sector. For
example, managers of public enterprises face soft budget constraints and frequently 
succumb to excessive union-backed wage demands, particularly when politicians are sensi-
tive to disruptions that impact adversely on their voter support.
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A logical implication of explanations for the large equity premium that gives the public
sector a lower cost of capital, is that all aggregate investment should be financed through
the public sector. Indeed, this would also be the case when loss aversion explains the large
equity premium. By using taxes to finance investment we avoid the financial losses on 
privately issued securities. But that is unlikely to lower the cost of capital when taxpayers
suffer loss aversion from the risk transferred into their taxes.

4.6 Present value calculations with risky discount factors

There are a number of important issues to address when valuing capital assets with risky net
cash flows. Frequently, they have revenues and costs with different risks that can change
over time. Moreover, aggregate consumption risk itself can change over time. This section
looks at how the consumption-based pricing models examined earlier in Section 4.3 are used
to value assets in these circumstances. Since consumers have common information they
measure and price risk identically, and by employing mean–variance analysis there is a
linear relationship between expected security returns and market risk premiums. While 
these properties simplify the task of computing risk-adjusted discount factors, it is not
straightforward to use them in present value calculations over multiple time periods, 
particularly when consumption risk can change over time.

4.6.1 Different consumption risk in the revenues and costs

It is not uncommon for assets, and projects more generally, to have revenue streams 
with more or less risk than the costs of generating them. Indeed, these differences are 
identified by managers of statutory monopolies when regulatory agencies impose ceilings
on their prices to restrict monopoly profits. When revenues are more risky than costs, man-
agers seek less restrictive price caps so they can pay a risk premium to their capital
providers.

Consider share k which pays a random dividend in 12 months’ time when the share
expires. It is funded from net cash flows generated by the firm who issued the share,
and is the difference between its risky revenues  and costs per share. When the
CAPM holds we can compute the current value of the share by discounting its expected net

cash flows, with , as

(4.44)

where is the project risk per dollar of capital invested in the share, with 

. After solving the current share price, we have

(4.45)

with being the certainty-equivalent net cash flows. After
deducting a premium for project risk, the remaining net cash flows provide shareholders with
consumption benefits equal to the value of their initial capital plus compensation for the
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opportunity cost of time at the risk-free interest rate i. We can also value the share by discount-
ing its revenues and costs separately as:

(4.46)

where and are, respectively, the market risk per dollar of revenue
and cost in present value terms. After rearranging this expression, we have
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Box 4.9 Valuing an asset with different risk in its revenues and costs

Consider share B that makes one dividend payout in 12 months’ time when the CAPM holds. 
It is paid from the random net cash flows of a firm on S0 = 500 shares issued at the

beginning of the period (t = 0). The firm’s expected revenues and costs for
the period are summarized below, together with their covariance with the return on the market
portfolio.

iM i

Mean 800 1540 740 0.15 0.03
Covariance with iM 0.5 0.87808 0.37808 0.0016 0

Using the net cash flows to compute the current share price, we have

This can be decomposed by computing the present values of the revenues and costs as:

and

By deducting the current value of the costs from the revenues, we have
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The risk in the revenues and costs is related to the project risk through the covariance
between the net cash flows and the return on the market portfolio, with:

leading to βNCFk
= βREVk

− βCSTk
. After substitution we obtain the asset value in (4.45), 

where .

While it sounds counter-intuitive, more market risk in the costs, all other things constant,
will make the share more valuable. In effect, the costs transfer consumption flows to other
agents in the economy. If market risk in the costs (with βCSTk

> 0) exceeds market risk in the
revenues (with βREVk

> 0) the project risk becomes negative (with ),
where the expected discount rate for the net cash flows E( ĩk) is less than the risk-free rate
i and less than the discount rates for both the revenues and costs .

4.6.2 Net cash flows over multiple time periods

Most capital assets have risky net cash flows over a number of future time periods, and
there are two main reasons why their market risk can change over time – one is due to
investor reassessments of the project risk, while the other is from changes in aggregate
consumption risk. Both make present value calculations more complex, and we demon-
strate this by computing the present value of a security (k) with net cash flows 
over T periods. With constant aggregate consumption risk we use the CAPM to compute
its current price as:

(4.47)
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Mj) is the market risk in the discount rate at time 
j on net cash flows realized at t with a market value of V
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flows are realized ( j = t) the beta coefficient is the normalized project risk, with

. In all prior periods the beta coefficients are compensation
for reassessments of the risk in the net cash flows. But while the discount factors in (4.47)
can have different expected values in each time period they must be non-stochastic when
computed using the CAPM. That is, the potentially different values of the risk-free rate, 
the return on the market portfolio and the beta coefficient in each period are known with
certainty at time 0.

Fama (1977) argues that intermediate uncertainty is admissible in the CAPM if it con-
tributes no uncertainty to the beta coefficients in the discount factors. When uncertainty
is partially resolved with the passing of time, investors may expect to get new information
that will lead them to revise their assessment of the risk in the net cash flows in periods
prior to the date they are realized. Fama introduces multiplicative uncertainty by allowing
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expectations of net cash flows realized at t to evolve in each prior period τ (omitting sub-
script k) as:

(4.48)

where ~ετ is a random variable with zero mean and constant covariance with the return 
on the market portfolio. This process imparts uncertainty to and 
Eτ−1(V

~
t,τ), but without imparting uncertainty to the discount rates in (4.47). Fama demon-

strates this by using (4.48) to write the discounted value at τ − 1 of the net cash flows real-
ized at date t as:

(4.49)

with λt =(i
_

Mt − it)/Var (iMt).48 Notice how the normalized covariance Cov(Vτ, iMτ)/Eτ−1(Vτ) here
is not the same as the normalized covariance used to determine the beta coefficients in the
discount rates of (4.47), where they are . Starting in the period prior to
realization (t − 1) and using (4.48) to iterate back in time to the current period (0), with 
Vt = , we have

(4.50)

It is clear from this expression that the ratio must be non-stochastic for
the expected discount rate E(it) to be non-stochastic, which is the case for the multiplicative
uncertainty in (4.48), as the two variables are perfectly correlated, with:

Clearly, the discount factors for each net cash flow in (4.47) can change over time due to
changes in the risk-free rate, the return on the market portfolio and the beta coefficients. But,
as noted above, all of these variables are known with certainty at time 0. While the risk-free
and market returns in each time period are the same for all other net cash flows, they can have
different beta coefficients in each time period due to differences in their contribution to market
risk and in their intermediate uncertainty. We could also decompose the net cash flows in these
valuation formulas by separating the revenues and costs in each period using the analysis illus-
trated in the previous section by noting in each time period τ.

Fama (1977) identifies circumstances where the present value calculations using (4.50)
are less complex, and we demonstrate them here by computing the current value of security
D with a single net cash flow in period t of .

i No intermediate uncertainty. All the beta coefficients in periods prior to realization are
zero when investors do not expect to revise their assessments of the project risk, where
the current value of security D in (4.50) becomes
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It is the expected value of the net cash flows at t − 1 discounted at the risk-free interest
rate to the current period. A risk premium is only paid in period t when the net cash
flows are realized because that is when they impact on the consumption risk of
investors. We can also write this expression, as:

where E(i
~
t) is the only risk-adjusted discount rate.

ii Constant discount factors. When the risk-free interest rate, the return on the market
portfolio and the beta coefficients in the discount rates are constant over time the cur-
rent value of security D in (4.50) can be written as

where is the same in each period j. Now investors expect the
net cash flows to become more uncertain as time passes, where the extra expected project
risk in each period generates the same risk premium. Since  Cov(V

~
j, i

~
M)/Ej−1(V

~
j) is constant,

must rise over time to offset the increase in Ej−1(V
~

j).This increase in project risk
is confirmed by writing the current value of the security in these circumstances as

where is the certainty-equivalent value of the net cash flows at realization
date t. Based on this relationship we can see that the risk premium grows by

in each period. Thus, using the CAPM (or one of the other con-
sumption-based pricing models) to value capital assets with a constant expected dis-
count rate includes intermediate uncertainty in periods prior to the date net cash flows
are realized. In other words, uncertainty is expected to increase over time, where the
longer the time to realization the greater the uncertainty. It is important to emphasize
the point made earlier that a single risk premium is paid to investors in period t for bear-
ing the project risk. They are not paid a risk premium in prior periods to compensate
them for bearing this project risk, but rather they are paid compensation for revisions
made to their expectations of the project risk.

Finally, when aggregate consumption risk changes over time we can use one of the three
multi-period consumption-based asset pricing models with G additional risk factors to iso-
late changes in the investment opportunity set, where the valuation formula in (4.47),
becomes

(4.51)
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If we allow admissible intermediate uncertainty using (4.48) we can write the current value
of the security as

(4.52)

where is the normalized premium for risk isolated by factor g in
time period j,E(i

~
gj) being the expected return on its mimicking portfolio. A numerical exam-

ple is provided in Box 4.10 using the two-factor version of the ICAPM in equation (4.37)
above. In the ICAPM, APT and CCAPM, the additional factors isolate changes in aggregate
consumption risk over time. Even with intermediate uncertainty the risk-free interest rate,
the returns on the mimicking factor portfolios and the beta coefficients for the factor risk in
the discount rates in each time period are known with certainty. There is empirical evidence
that suggests security returns depend on trading rules over longer time periods where
investors condition expected returns on information about variables such as the dividend–
price ratio and firm size. Investors predict different expected returns on capital assets based
on (possibly private) information they have about these variables which they use as signals.
As noted earlier in Section 4.5.1, Fama and MacBeth (1973) find that the CAPM performs
better empirically when additional factors such as firm size and book-to-market values are
added to the model. Campbell and Cochrane (2000) and Lettau and Ludvigson (2001) get
similar results by deriving conditional versions of the CAPM and CCAPM. Instead of
including additional factors, however, they scale the parameters in the linear discount fac-
tors using the log consumption-wealth ratio.

In practical situations financial analysts frequently use the consumption-based pricing
models as though they are unconditional models by assuming the current information
investors use to value assets is fully reflected in their risky discount factors. Others assume
aggregate consumption risk is constant over time and use the CAPM to compute an expected
one-period simple return which they use as the discount rate in every time period. As noted
above, this assumes there is intermediate uncertainty in time periods prior to the realization
of the cash flows. Those who allow the consumption risk to change do so by adding addi-
tional factors to the CAPM, using the ICAPM, or by scaling the parameters in the linear dis-
count factors in the CAPM and CCAPM.
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Box 4.10 Using the ICAPM to compute the present value of a share

We use the ICAPM in a multi-period setting to compute the value of a share D which is
expected to pay a dividend (DIV1) of $1.44 in 12 months’ time, and a final dividend (DIV2) 
of $2.30 in 24 months time when there is no intermediate uncertainty. Both dividends have the
same aggregate consumption risk, and to simplify the analysis we compute the return on a
mimicking portfolio (n) which is perfectly correlated with the stochastic interest rate (ρni = 1)
and uncorrelated with the return on the market (M) portfolio (ρnM = 0). This makes the coeffi-
cients in the ICAPM pricing equation in (4.37) standard beta coefficients. We assume the
expected return on the market portfolio and the expected risk-free rate are constant over time,
where the covariance between the dividends and the returns on the market and mimicking port-
folios are summarized below, together with the variance in their returns.



Problems

1 The returns on shares A and B in four equally likely states at the end of next year are
summarized below.

State Probability Rates of return (%)

Share A Share B

1 0.3 −25 30
2 0.4 50 25
3 0.2 5 −40
4 0.1 40 30

i Calculate the expected return, variance and standard deviation for each share.
ii Compute the coefficient of correlation for the returns to these shares.
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iM in i

Mean 0.18 0.04 0.03
Variance 0.25 0.08 —
Covariance with DIV 0.30 0.06 —

Using the ICAPM, we compute the present value of the dividends in each period and sum them
to obtain the current price of share D:

and

Thus, the current share is

We can now compute the risk-adjusted discount factors for the dividends in each period. For
the dividends paid in the second period, we have

with βMB = βMDIV/PV1(DIV2) ≈ 0.59, βnB = βnDIV/PV1(DIV2) ≈ 0.37 and .

If there is intermediate uncertainty that makes the risk-adjusted discount rate constant over
time, the present value of the dividends in the second period will fall by approximately 16 cents
to $1.83. This additional consumption risk reduces the current share price to $3.05.
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iii Calculate the expected return, variance and standard deviation on a portfolio with
60 per cent invested in share A and 40 per cent in share B. Compute the diversifica-
tion effect for this portfolio.

iv Derive the standard deviation for the return to the minimum variance portfolio and
compute the diversification effect.

v Explain what factors determine the risk premium paid on any security.
2 In a capital market where the CAPM holds the expected return on a portfolio (G) that

combines the risk-free asset (F) and the market portfolio (M) is 25 per cent. (This is
based on a risk-free rate of 5 per cent, an expected return on the market portfolio of 
20 per cent, and a standard deviation in the return on portfolio G of 4 per cent. This
information is summarized in the diagram below.)

i What is the expected rate of return on a risky security that has a correlation coeffi-
cient with the market portfolio of 0.5 and a standard deviation of 2 per cent?

ii What is the correlation coefficient between the returns on portfolio G and the
market portfolio?

3 Assume a mean–variance opportunity set is constructed from two risky shares, A and B,
with the variance–covariance matrix for their returns of

Share A has an expected return of 25 per cent and share B an expected return of 15 per cent.
Suppose investor I chooses a ‘market portfolio’ which consists of 80 per cent in share A
and 20 per cent in share B, whereas investor J chooses a different ‘market portfolio’ with
50 per cent in each share. Calculate the beta coefficient (βA) of share A for each investor.
Explain why they differ.

4 Security prices are determined, in part, by the non-diversifiable risk in their expected
net cash flows. Suppose investors can construct a portfolio by combining two risky
securities A and B with expected returns and standard deviations summarized below.

A B

0.08 0.12
σ 0.4 0.6

Consider whether it is possible to diversify risk by bundling these assets together when
the covariance on their returns is 0.08, and identify the factors that determine the size
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of the diversification effect. Explain how investors would choose their risky bundle
when there is a risk-free security and the returns on assets A and B are jointly normally
distributed. How would they compute the risk premium for each asset A and B?
(Assume investors have homogeneous expectations, and assets A and B are the only
risky securities that trade. You are not required to compute their risky portfolios or the
risk premiums on the assets.)

5 Two shares A and B trade in a capital market where the CAPM holds and they have cur-
rent prices of $50 and $25, respectively. They are not expected to pay dividends over the
next 12 months and at that time their prices in each of the three possible states of the
world are summarized below.

State Probability Share A Share B

1 0.1 $40 $28
2 0.7 $55 $30
3 0.2 $60 $20

Other information about the market includes sM = 0.10, ρAM = 0.8 and ρBM = 0.2.
i Calculate the beta coefficient for each share when the standard deviation in the return

to the market portfolio is σM = 0.10, and the coefficients of correlation between 
the returns on each share and the market portfolio are ρAM = 0.8 and 
ρBM = 0.2, respectively.

ii Derive the expected return and standard deviation of a portfolio consisting of 
40 per cent invested in share A and 60 per cent invested in share B. What is the beta
coefficient of this portfolio?

6 Traders in the capital market where the CAPM holds expect the return on the market
portfolio to be i

-
M = 0.16 with a standard deviation of σM = 0.20 when the risk-free inter-

est rate is i = 0.08. They also compute a covariance between the returns on risky secu-
rity k and the market portfolio of σkM = 0.01.
i If you obtain new information that indicates the expected return on security k is 

6 per cent (with σkM = 0.01) should you purchase it?
ii If security k actually pays 15 per cent over the year, has the CAPM failed?

7 Show how the intertemporal CAPM pricing equation in (4.37) becomes the CAPM
pricing equation in (4.21) when the interest rate is non-stochastic, with σn = 0. Repeat
the exercise when traded security returns are uncorrelated with changes in the interest
rate, with ρki = 0 for all k. Provide economic intuition for these outcomes.

8 Use the consumption-based pricing model in (4.28) to solve the wealth of a consumer
with the power utility function Solve the coefficient of relative risk
aversion for this function and then show that it is inversely related to the rate of time
preference.

9 This question asks you to examine the consumption-based asset pricing model.
i Representative agent pricing models in the financial economics literature are special

cases of the CBPM. Explain how consumers measure risk in the CBPM and why it
is a representative agent model. In particular, summarize the assumptions that make
it a representative agent model. How would allowing state-dependent preferences
change the CBPM?

ii The CAPM, ICAPM, APT and CCAPM are special cases of the CBPM where in
each model the stochastic discount factor (pricing kernel) has a linear relationship with
the factors that isolate aggregate consumption risk using mean–variance analysis.

U I It t( ) / ( ).= −−1 1γ γ
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Explain what the stochastic discount factor measures and how it is affected by 
risk aversion, then examine the way the factors used to isolate aggregate consump-
tion risk are determined in each of the four models. Derive the coefficient of relative
risk aversion and the stochastic discount factor for the utility function

, where It is consumption expenditure at time t. Why do con-
sumers need to have preferences with a constant and identical coefficient of relative
risk aversion in the single-good, single-beta coefficient version of the CCAPM? How
does it differ from the CAPM and the single-beta coefficient version of the ICAPM?

10 This question looks at the mutuality principle and its implications for consumption risk
faced by individual consumers.
i In all the representative agent pricing models the mutuality principle holds. Explain

this principle using the insurance problem for a large number of identical consumers
who maximize expected utility over given income (M) facing loss (L) with probabil-
ity π. Identify the important assumptions for it to hold, then show why idiosyncratic
risk is costless to trade when it does.

ii Constantinides and Duffie (1996) explain the equity premium and low risk-free rate
puzzles identified by Mehra and Prescott (1985) in the consumption-based asset
pricing model by relaxing the requirement for the mutuality principle to hold.
Outline the two puzzles and then provide an intuitive explanation for the solution
offered by Constantinides and Duffie. (As you are unlikely to be familiar with their
formal analysis you need only conjecture an intuitive explanation.)

iii Summarize two of the extensions made in the finance literature to the consumption-
based pricing model that attempt to explain the pricing puzzles identified by Mehra
and Prescott (1985) without moving outside the representative agent model 
framework. Provide intuitive explanations for the extensions and comment on their
ability to explain the puzzles.

U I It t( ) / ( )= −−1 1γ γ
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5 Private insurance with 
asymmetric information

There are a number of different sources for the risk in consumption expenditure.
Consumers hold securities with risky returns and have variable income from labour and
other capital assets. Diversifiable risk in security returns is eliminated by bundling them
together in portfolios, whereas most of the diversifiable risk in their labour and other
income is eliminated by purchasing insurance. We examined the diversification effect
inside portfolios of securities earlier in Chapter 3. In this chapter we look at the role of
insurance where consumers pool individual risk that can be eliminated across the popula-
tion by the law of large numbers. Individual risk is where a portion of the population incurs
income losses that do not affect aggregate consumption. The only uncertainty is over the
identity of the consumers in the group incurring losses. In a frictionless competitive market
where insurance trades at prices equal to the probability of incurring losses, consumers
with state-independent preferences fully insure to eliminate individual risk from their con-
sumption expenditure. In effect, consumers pay premiums into a pool of funds that cover
the insurance claims made by the proportion of the population incurring losses. When
insurance trades at these actuarially fair prices there is no expected cost to consumers from
removing individual risk from their consumption expenditure so they fully insure. When
individual risk can be costlessly eliminated in this way it attracts no premium, where the
only premium in expected security returns is determined by aggregate non-diversifiable
risk. This is referred to as the mutuality principle that holds in all the consumption-based
asset pricing models examined earlier in Chapter 4.

We look at insurance with common (symmetric) information in Section 5.1 and then
extend the analysis by introducing asymmetric information in Section 5.2. Consumers will
fully insure against individual risk in a frictionless competitive equilibrium when traders
have common information and state-independent preferences. We use this as a benchmark
to identify the effects of trading costs and asymmetric information. Consumers choose not
to fully insure when trading costs raise the price of insurance above the probability of incur-
ring losses. When they are minimum necessary costs of trade the competitive equilibrium
outcome is Pareto efficient, where expected security returns rise to compensate consumers
for the cost of eliminating individual risk from their consumption expenditure.

A number of government policies, including price stabilization schemes and publicly
funded insurance, are justified as ways to overcome the effects of asymmetric information
on private insurance. Moral hazard and adverse selection are the most widely cited prob-
lems. With moral hazard consumers have the ability to reduce their individual risk by under-
taking costly self-protection. Whenever marginal effort, which cannot be observed by
insurers, is not reflected in the price consumers pay for insurance, they less than fully insure.
Adverse selection occurs when there are consumers with different probabilities of incurring



losses that insurers cannot costlessly identify and separate. Low-risk types suffer from high-
risk types buying low-risk policies. This imposes externalities on low-risk consumers. At
one extreme high-risk types may prove too big a problem for the existence of a private insur-
ance market. These are the most common reasons cited for incomplete insurance markets.
Newbery and Stiglitz (1981) argue that moral hazard and adverse selection problems are
especially severe in developing countries and they recommend the use of price stabilization
policies to reduce the risk in consumer incomes. Dixit (1987, 1989) argues, however, that
these stabilization policies should be evaluated in the presence of the moral hazard and
adverse selection problems. Unless governments have better information than private
traders, or can trade risk more efficiently, the stabilization policies are unlikely to be socially
beneficial.

Before we commence the formal analysis it is helpful to illustrate the difference between
aggregate uncertainty and individual risk.1 Aggregate uncertainty is economy-wide non-
diversifiable risk which agents trade according to their differing risk preferences, while indi-
vidual risk is diversifiable across the economy by the law of large numbers. The difference
between them can be illustrated in consumer budget constraints. Consider a situation where
every individual has the same endowment of money income, in each state of nature s.
Since it can vary across states of nature they face aggregate uncertainty. Now suppose they
can also suffer a loss L with probability π in each state s, where the income for each 
consumer becomes

for the bad (B) outcome, and

for the good (G) outcome without the loss with probability 1 − π.
When a large number of consumers (H) have the same probability of loss π, aggregate

income in each state will be equal to their expected income multiplied by the number of 
consumers,

Within each state aggregate income is non-stochastic as a fixed proportion π of the pop-
ulation always has low income, while the remaining proportion 1 - π of the population
always has high income. Thus, there is scope in this setting for mutual insurance among
consumers to eliminate their individual risk. The combined effects of aggregate uncer-
tainty and individual risk on consumer income are illustrated in a two-period setting with
three states of nature in Figure 5.1, where individual risk doubles the number of random
outcomes for consumers. In each state of nature bad outcomes occur with probability 
ps × π, and good outcomes in each state with probabilityps × (1 − π).2 The analysis could
be generalized by allowing loss L and its probability to both be state-dependent, but that
would complicate things without providing much additional insight into the following
results.

π π πM s M s H M s L HB G( ) ( ) ( ) ( ) .+ −( ) = −( )1

M s M sG ( ) ( )=

M s M s LB ( ) ( )= −

M s( ),
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We focus on individual risk in this chapter as it is where asymmetric information prob-
lems arise. Since aggregate uncertainty is common to consumers it is possible for them to
negotiate Pareto optimal intertemporal resource transfers whenever they agree on the true
state and can trade in competitive markets. We examined the effects of aggregate uncertainty
in detail in Chapters 3 and 4, so it is removed from the following analysis.

5.1 Insurance with common information

It is useful to establish the full insurance equilibrium outcome as a benchmark for under-
standing how trading costs and asymmetric information affect private insurance. This
benchmark occurs in a frictionless competitive economy where consumers have common
information and maximize von Neumann–Morgenstern expected utility functions. Since
these preferences are state-independent, consumers have the same marginal utility of
income in states with the same consumption expenditure. Thus, they fully insure against
individual risk when the marginal cost of insurance is equal to the probability of bad state
outcomes. This benchmark is derived in Section 5.1.1 before trading costs are included in
Section 5.1.2.

5.1.1 No administrative costs

Consider an economy with h = 1, ... , H identical consumers who choose a single good to
maximize an NMEU function when income is subject only to individual risk. In the absence
of insurance (0) the problem for each consumer is

(5.1)

with M being a fixed endowment of money income, XB consumption expenditure in the 
bad state (B) when a dollar loss of L is incurred with probability π, and XG consumption
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Figure 5.1 Aggregate uncertainty and individual risk.



expenditure in the good state (G) without the loss.4 There is no discount factor in the
expected utility function as we assume uncertainty is resolved the instant consumption
choices have been made. In effect, no time elapses between the consumption choice and the
resolution of uncertainty. By the law of large numbers there is certain aggregate income of
(M − πL)H. Consumers face individual risk where a fixed proportion of the population
incurs loss L. The only uncertainty is whether or not they are in that group.

Clearly, individuals consume their income endowments in the absence of insurance. After
substituting the budget constraints in (5.1) into the expected utility function, we have

EU0 = pU(M−L) + (1−p)U(M).

At the endowment point the slope of the indifference curve measures the marginal valuation
of bad to good state consumption expenditure, with

where and are, respectively, the marginal utility in the bad and
good states. Consumption without insurance is illustrated at point E in Figure 5.2. Along the
45° line where consumption expenditure is constant every indifference schedule has the
same slope,

with at point A in the diagram. Indeed, the indifference schedules have this slope
for all consumption bundles in the commodity space for risk-neutral consumers, while 
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it only holds for bundles on the 45° line for risk-averse consumers. In effect, risk averse con-
sumers are marginally neutral to risk on the 45° line where they have no consumption risk.

Consumers use insurance to transfer income from the good to the bad state, where Q is
the dollar value of insurance they purchase for premium P. By pooling the premiums they
create a mutual fund to cover claims made by those who incur the income loss, where the
consumer problem with insurance can be summarized as

(5.2)

Optimally chosen insurance (at an interior solution with Q > 0) satisfies

(5.3)

where ∂P /∂Q is the marginal cost of additional cover. In a frictionless competitive market
this price of insurance is obtained from the solution to the problem

max η = (P−pQ) H (5.4)

for insurers, where η is the profit from selling insurance to H consumers in the population,
with total revenue of PH and total cost of πQα H where pH is the number of people who
incur the loss.5 Since the optimal supply of insurance solves:

a dollar of insurance trades at price dP/dQ = π, where each consumer pays premium 
P = πQ. After substituting this price into the optimality condition in (5.3), we have

(5.5)

For this to hold we must have the same consumption in each state, with where
full cover is chosen with Q = L.

This outcome is illustrated in Figure 5.3 where consumers trade from their endowment point
at E to point Q on the 45° line where they have the same consumption expenditure of M − P
in each state. Whenever income can be transferred from the good to the bad state at a price
equal to the probability of loss, consumers with state-independent preferences fully insure. In
effect, they can transfer consumption expenditure to the bad state at the same rate nature deals
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Box 5.1 Full insurance: a numerical example

Leonard has a fixed income endowment of $500 which he allocates to consumption expendi-
ture to maximize expected utility EU0 = 0.4 lnXB + 0.6 lnXG, where XB is consumption in the
bad state when he loses $200 from theft with probability π = 0.4, and XG consumption in the
good state without the loss. In the absence of insurance (or other financial securities), Leonard
consumes his endowment and gets expected utility of EU0 ª6.0102, where his marginal valu-
ation for income in the bad state is

If the marginal cost of transferring a dollar of income from the good to the bad state is less than
this amount he will insure against the risk of theft. Since he has a diminishing marginal valu-
ation for income in the bad state he is risk-averse, with d(dXG/dXB)/dXB > 0. (There is no aggre-
gate uncertainty in this example and individual risk is diversifiable across the population by the
law of large numbers.)

When Leonard can purchase insurance (Q) in a frictionless competitive market (with
common information) at a marginal cost of c = $0.40 his budget constraints for bad and good
state consumption expenditure are, respectively, XB = 300 − 0.4Q + Q and XG = 500 − 0.4Q. His
optimal insurance choice solves

with XB = XB = $420 and Q* = $200. Thus, Leonard fully insures and gets expected utility 
of which is approximately 0.50 per cent higher than expected utility without 
insurance.
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the income loss to them, so they fully insure. While they are worse off in the good state, the
gain in the bad state is largly due to risk aversion that makes their indifference schedules con-
cave to the origin in the consumption space. Their consumer surplus is the change in utility
(EUQ − EUO) in the move from endowment point E to point Q on the 45° line in Figure 5.3.
This is the most consumers would pay to have access to a competitive insurance market.

As noted earlier, we use the full insurance outcome as a benchmark for identifying the
effects of trading costs and asymmetric information on private insurance in the rest of this
section and the next.

5.1.2 Trading Costs

In practice insurers employ labour, invest capital and incur other operating expenses when
they trade insurance. While some costs arise from gathering information, others arise
from writing policies and processing claims. These administrative costs may be fixed for
each policy sold or may change with the amount of cover purchased. With a constant cost
of tC to process each dollar of cover claimed, the problem for competitive insurers
becomes

max η = (P − π(1 + τC)Q)H, (5.6)

where τCπQH is the total cost of processing the insurance claim Q. The optimal supply of
insurance solves

where the price of each dollar of insurance is dP/dQ = π(1 + τC). Thus, consumers pay a pre-
mium of P = π(1 + τC)Q, which includes trading costs of τCπQ to cover the administrative
costs of processing claims. We obtain the optimal insurance cover by substituting dP/dQ =
π(1 + τC) into (5.3), where, for an interior solution (with Q > 0), we have

The positive marginal trading costs in the third term must be offset by higher marginal util-
ity in the bad state, with where this requires lower consumption expenditure 
M – L + Q – P < M – P and L > Q. Consumers choose not to insure at all when 

The equilibrium outcome for partial
insurance is illustrated at Q′ in Figure 5.4. Once administrative costs push the market price
of insurance above the probability of loss the indifference curve must be tangent to the
budget constraint at bundles located above the 45° line.

If insurers incur a constant administrative cost of τQ for writing each dollar of insurance,
its market price is higher at ∂P/∂Q = π/(1 − τQ), where consumers pay a premium of P = pQ/
(1 – τQ). These costs raise the slope of the budget constraint to −π/(1 − τQ)/[1 − π/(1−τQ)],
and consumers only partially insure (if they insure at all).
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Private insurance is unaffected by fixed trading costs when insurers can fund them using
access fees (AF) that do not exceed consumer surplus. An access fee shifts the endowment
point for consumers from E to E¢ along the dashed line that is parallel to the 45° line in
Figure 5.5. It is the most consumers would pay to trade in the insurance market at a price
equal to the probability of loss. At this price they fully insure at point QAF. If the access fee
rises above this amount consumers do not insure at all because it makes them worse off.
When firms cannot use access fees or price-discriminate along consumer demand schedules
they pass the fixed costs into a higher price of insurance and consumers partially insure 
(if they insure at all). Access fees can be problematic due to leakage in demand, but that 
is unlikely in the insurance market as policies are verifiable legal contracts between 
individual consumers and insurers.
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It is tempting to automatically conclude trading costs are a source of inefficiency when
they change the relative cost of good and bad state consumption expenditure and restrict pri-
vate insurance. But while they are minimum necessary costs of trade they do not distort pri-
vate activity. If regulatory or other barriers restrict entry into the market the price of
insurance can rise above marginal cost and cause allocative inefficiency. Throughout the fol-
lowing analysis we assume trading costs are zero, or if they are positive they are fixed and
less than consumer surplus. Hence, any equilibrium outcome with less than full insurance
will result from market failure.

5.2 Insurance with asymmetric information

Insurers need to know the probability of income losses for consumers. In many situations
consumers can change these probabilities and/or the size of any losses by expending effort.
Moreover, they can have different loss probabilities. For example, drivers have different
skills and other attributes that give them different accident probabilities, and the probability
of having a car accident can be reduced by driving more carefully and in good weather con-
ditions. When information is costly to obtain insurers can have incomplete (asymmetric)
information about these probabilities, and this can lead to equilibrium outcomes where some
consumers have less than full insurance. Two cases are considered in this section, moral
hazard and adverse selection.6

5.2.1 Moral hazard

In most practical situations consumers can take actions to reduce expected losses in
income from individual risk. They take precautions to reduce the probability of loss through
self-protection, or the size of the loss incurred through self-insurance. We look at how they
impact on the demand for market insurance using the analysis in Ehrlich and Becker (1972).
When competitive insurers can costlessly observe marginal reductions in the probability of
income losses they adjust their insurance premiums accordingly, and consumers fully insure.

Private insurance with asymmetric information 169

Box 5.2 Administrative costs and insurance: a numerical example

Suppose insurers incur a constant marginal cost of τP = 0.2 on each dollar of insurance they sell
to Leonard in Box 5.1, where the price he must now pay rises from $0.40 to c = π/(1 – τP) =
$0.50. His budget constraints for bad and good state consumption expenditure are, respectively,
XB = 300 − 1⁄2Q + Q and XG = 500 − 1⁄2Q, where his optimal insurance choice solves

with XB = 2⁄3XG. Using the budget constraints we find Leonard purchases insurance of Q* = $50,
and consumes and . He has expected utility of 6.0116, which is
approximately 0.475 per cent lower than his expected utility without trading costs. Since the trad-
ing costs raise the relative cost of each dollar of bad state consumption expenditure from π/(1 − π)
= 2⁄3 to π/(1 - π - τP) = 1, Leonard no longer fully insures. Recall from Box 5.1 that his marginal
valuation for bad state consumption is 2⁄3 of a dollar of good state consumption expenditure when
he has the same consumption in each state, which is less than the marginal cost of insurance.
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However, with costly monitoring and asymmetric information, the price of insurance will
not reflect the marginal effort expended by individual consumers who have a diminished
incentive to self-protect and choose to partially insure.

We make the probability of loss a function of effort, with π(e), where it is assumed dp/de =
πe < 0 and d2π/de2 = πee > 0. This relationship links the levels of effort and insurance
together, where the more consumers insure, the less effort they expend on self-protection
(with de/dQ = eQ < 0), so that dp / dQ = πQ = πe eQ > 0.

The consumer problem with self-protection and insurance becomes

(5.7)

where the cost of effort e is measured as a dollar cost to expected utility. To demonstrate
moral hazard and identify its consequences for the amount of insurance traded, we consider
two extremes – no monitoring and complete monitoring. With no monitoring the insurance
premium is determined by P = π(Q) Q, and with complete monitoring it is determined by 
P = π(e)Q.

No Monitoring (P = π(Q) Q) is the extreme form of asymmetric information where
monitoring is prohibitively costly, and the price of insurance is not directly affected by
individual changes in effort. Instead, effort has an indirect effect on the premium when
insurers observe a reduction in the probability of income losses at the aggregate level.
They see the amount of insurance purchased and can anticipate the level of self-
protection, but without observing its marginal effects. Thus, the price of insurance is
determined by the amount purchased, with ∂P/∂Q =π (Q ). Using (5.7), the optimal level
of effort solves

(5.8)

where the first term is the marginal benefit from self-protection and the second term its 
marginal cost. Since πe < 0, utility in the good state must exceed utility in the bad state to
make the first term positive and equal to unity, with U(XB) < U(XG). Thus, consumers less
than fully insure. In the absence of monitoring there is no reduction in the price of insurance
from marginal increases in effort in (5.8). Any benefits flow indirectly through the insurance
decision where insurers identify the probability of loss from the amount of insurance pur-
chased. Using (5.7), the optimal insurance choice solves:

(5.9)

where the first term is the net marginal consumption benefit from insurance, and the second
term the change in the insurance premium, with πQ > 0. Notice that the first term is the same
as the condition for optimally chosen insurance in the absence of self-protection in (5.3),
while the second term is the higher price of insurance due to the fall in self-protection; it is

∂
∂

= − − − + − =EU

Q
U U Q U UB G Q B Gπ π π π π( )( ) ( ( ) ) ,1 1 0′ ′ ′ ′

∂
∂

= −( ) − =EU

e
U X U Xe B Gπ ( ) ( ) ,1 0

max ( ) ( ) [ ( )] ( ){ , }Q e Q B G
BEU e U X e U X e

X M L
= + − −

≤ −
π π1

++ −
≤ −

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

Q P

X M PG

,

170 Private insurance with asymmetric information



an externality that spills over from the effort choice. Thus, consumers partially insure, with
and XB < XG.

Complete monitoring (P = π(e)Q) is the opposite extreme where monitoring is assumed
to be costless, so that insurers observe marginal effort and adjust the price of insurance
accordingly, with ∂P/ ∂Q = π(e). At an interior solution to the consumer problem in (5.7) the
optimal effort choice solves

(5.10)

where the last term isolates the reduction in the price of insurance from marginal effort that
leads to more self-protection than the solution in (5.8) without monitoring. In these circum-
stances the optimal insurance choice solves

(5.11)

which is the same as the optimal condition in (5.3) with common information where con-
sumers fully insure, with U′B=U′G.7

In summary, consumers only partially insure when they are not compensated for their
marginal effort with costly monitoring. The lack of monitoring imposes an externality on
consumers that affects their effort and insurance choices.

5.2.2 Adverse selection

Another externality arises from asymmetric information when insurers cannot distinguish
between consumers with different individual risk. Low-risk types suffer from the presence
of high-risk types who purchase insurance at low-risk prices.

We demonstrate this externality using the analysis in Rothschild and Stiglitz (1976) where
consumers are divided into those with either a high (H) or low (L) probability of loss – a
proportion λ have the same high probability πH and remaining proportion 1 − λ the same
low probability πL. In every other respect they are identical because they have the same pref-
erences, income and dollar loss. We rule out moral hazard by assuming they cannot change
their risk type through self-protection.

With different risk types the consumer problem becomes

(5.12)

where is the price of insurance for each risk 
type h {H, L}. The optimal insurance decision for an interior solution solves
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Box 5.3 Self-protection with costless monitoring: a numerical example

The impact of self-protection on private insurance will be demonstrated here by allowing
Leonard (in Box 5.1) to reduce his probability of losing income through theft, with 
for 0 ≤ e ≤ 1, where e is the cost to expected utility from expending effort. Notice how effort
has a positive and diminishing marginal product, with and . With costless
monitoring Leonard will

In the absence of insurance (with Q = 0) he consumes his income endowment in each state,
with XB = 300 and XG = 500, where optimal self-protection (at an interior solution) must satisfy
the condition

This leads to and with expected utility of EU0 ª 5.7691. When
Leonard can purchase insurance in a frictionless competitive market (with complete informa-
tion), the optimal insurance choice satisfies

and the optimal effort level

Based on the insurance condition Leonard fully insures, with and Q* = 200, where this 
allows us to write the condition for optimal effort as 

with and π* ª 0.72. The ability to transfer income from the good to the bad
state at a marginal cost equal to the probability of loss raises his expected utility by almost 
0.5 per cent from EU0 ª 5.7691 to EUQ ª 5.7965.
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By rearranging this expression we find that indifference curves over good and bad state 
consumption have slope equal to the relative cost of insurance, with

(5.14)

Equilibrium in the insurance market can take a number of forms. Insurers may personal-
ize the contracts for high-and low-risk types in a separating equilibrium, or they may sell a
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Box 5.4 Self-insurance without market insurance

At the beginning of this section we noted the possibility of consumers being able to self-insure
against income losses. Suppose Leonard can reduce the size of his loss from theft by expending
effort to secure it in a safe place, with where this effort reduces expected
utility by e/4. To simplify the analysis we assume he cannot self-protect and faces a given prob-
ability of loss of π = 0.4, where his optimization problem becomes

In the absence of market insurance, the optimal effort level solves

By using the constraint on consumption expenditure in the bad state when it binds, with
we have which results in loss and consumption

expenditure of and In these circumstances Leonard’s expected util-
ity is EU0 ª 6.0636, which is approximately 0.9 per cent higher than his expected utility with-
out self insurance in Box 5.1. The additional consumption opportunities with self-insurance are
illustrated below. In the absence of insurance the consumption opportunities are constrained by
the frontier BEC, and with self-insurance they are constrained by frontier BE′C′. As Leonard
expends effort to reduce the income loss it has two competing effects on his expected utility. 
It rises with the extra bad state consumption and falls with the extra effort, where the extra 
consumption moves him to a new indifference schedule with higher utility while the extra effort
reduces the utility on each indifference schedule (a relabelling effect). Thus, his expected utility
is maximized at an outcome like point A along segment EE′ of the consumption frontier, where
at the margin the move to a new indifference schedule is offset by the relabelling effect.
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Box 5.5 Self-insurance with competitive market insurance

When Leonard can self-insure and purchase market insurance he has additional consumption
opportunities if market insurance is less costly at the margin than self-insurance. In this setting
his optimization problem becomes

At an interior optimum the demand for market insurance satisfies

where Leonard fully insures, with Q* = 200 and His optimal effort level satisfies

By using the budget constraint for bad state consumption, with we can write the 
optimality condition for effort as where Leonard expends 
less effort when he can purchase market insurance than he did previously in its absence in Box 5.4.
Even though the income loss rises to market insurance increases his consumption 
expenditure in each state to where expected utility rises by approximately
0.2 per cent to EUQ ª 6.0742. The new equilibrium outcome is illustrated in the diagram below
at point F which is on an indifference schedule with higher expected utility than consumption
at point A in the absence of market insurance. The larger income loss moves him to the left of
point A, while market insurance allows him to trade along the solid line with slope π/(1 − π)
onto the 45° line.
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Figure 5.6 Insurance with complete information.

single contract to all risk types in a pooling equilibrium.8 Both are examined to see whether
they are robust to competition.

With complete information, insurers can separate the risk types, so they offer insurance at
actuarially fair odds, with sH = πH and sL = πL. Thus, from (5.13) both risk types 
fully insure, with for h = H, L. This separating equilibrium is illustrated in Figure
5.6 where high-risk types locate at point H on budget constraint PH, and low-risk types
locate at point L on budget constraint PL. The slopes of their budget constraints are equal to
the ratio of the bad to good state probabilities.

Once again, the price of insurance is determined by competitive insurers who

with HH = λH and HL = (1−λ)H. From the first-order condition on this problem, we have 
ph/(1−ph) = σh /(1−sh) for h ∈ {H, L}, where insurers break even when the risk types are 
correctly screened. When insurers cannot separate the risk types, the high-risk consumers
try and locate at L by declaring themselves to be low-risk types.9 Thus, insurers make losses
as they raise insufficient revenue to cover the cost of their insurance claims. Therefore, with
asymmetric information, the contracts L and H cannot be equilibrium contracts.

In a pooling equilibrium, insurers sell a single contract to both risk types. This is illus-
trated in Figure 5.7 as contract PP on price line P– that lies between the separating price lines
PL and PH. This price line has slope where is the average price of insur-
ance, with σ = λπH + (1 − λ)πL and λ = NH/(NH + NL). Along insurers make losses on
high-risk policies, but they are cross-subsidised by profits on low risk policies. But the pool-
ing equilibrium is not stable as new entrants to the insurance market can offer low-risk type
contracts in the cross-lined region in Figure 5.7 that makes them better off without attract-
ing the high-risk types who remain at PP. However, the pooling contract PP is no longer 
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Figure 5.7 Pooling equilibrium.

Box 5.6 A separating equilibrium

Consider an insurance market where 20 per cent of consumers are high-risk types (H) with
probability πH = 0.6 of incurring a $200 loss, while the remainder are low-risk types (L) with
probability πL = 0.4 of incurring the same size loss. They all maximize the expected utility
function for L, where and are consumption expen-
diture in the bad and good states, respectively. When they have the same fixed money income
of $500 we can summarize their optimization problem as

with σh being the marginal cost of insurance Qh. There is no aggregate uncertainty here because 
60 per cent of high-risk types and 40 per cent of low-risk types suffer the $200 loss in income
with certainty. The only uncertainty is over the identity of the consumers that incur the losses
in each group.

In the absence of insurance (with everyone consumes their endowment, with
and for L, where high-risk types get expected util-

ity of and low risk types When they can purchase insurance against
the income loss their optimal choice satisfies:

In a frictionless competitive market with common information each risk type is offered an
insurance contract that allows them to purchase insurance at a marginal cost equal to their prob-
ability of loss, with Thus, in this separating equilibrium (SE) every consumer
fully insures, where high-risk types pay a premium of 0.6 × $200 = $120, and low risk types a
premium of 0.4 × $200 = $80. The high-risk types consume and raise their
expected utility by 0.78 per cent to while the low risk types consume

and raise their expected utility by 0.69 per cent to EUSE
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profitable because low-risk types cross-subsidize the high-risk types. Therefore, a pooling
equilibrium will not exist in these circumstances.

A constrained separating equilibrium can exist when insurers cannot screen the risk types
by restricting cover on low-risk policies. An example is illustrated in Figure 5.8 by low-risk
policy L′ on price line PL, where the high-risk types are indifferent between L′ and policy H
on price line PH. Clearly, low-risk types prefer full insurance at L, but the unconstrained sep-
arating equilibrium is unstable.

Insurers break even when they sell contracts L′ and H because consumers separate accord-
ing to their risk type. It now remains to show that these policies are robust to competition from
other types of contracts. Indeed, there are circumstances where pooling contracts can make
both risk types better off than they are with contracts L′ and H. It depends on the location
of the pooling price line relative to the indifference curves of low-risk types.

Two pooling price lines, and lie between the separating price lines and PH in
Figure 5.9. The slope of the break-even pooling price line is determined by the proportion
of consumers in each risk type, where a larger proportion of high-risk types makes it steeper.
Consider price line , which has a low proportion of high-risk types than . Since it cuts
the indifference curve of low-risk types a pooling contract can make both risk types better

P2P1

PLP2 ,P1

Box 5.7 A pooling equilibrium

We reconsider the numerical example provided earlier in Box 5.6 by introducing asymmetric
information. Consumers know whether they are high (H) or low (L) risk types, but insurers do
not. If all high-risk types purchase low-risk policies in a separating equilibrium (without
restrictions on the level of cover), insurers incur losses of (σL−pH)$200 = − 0.2 × $200 = $40
on every policy. If insurers have no way of separating the risk types and offer a (break even)
pooling contract (P) the marginal cost of insurance becomes ,
where λ = 0.2 is the proportion of high-risk consumers in the population. The insurance cover in
a pooling equilibrium is determined by the insurance chosen by low-risk types, which satisfies

By using their budget constraints, and , we can
rewrite this condition as

where the optimal insurance choice is which is less than full cover. Clearly, the
high-risk types prefer to insure fully at the pooling price as it is lower than their probability of
loss, But any attempt to purchase more cover would allow insurers to identify them.
Thus, when both risk types purchase pooling contracts they choose the same level of cover and
have consumption expenditure of XB ª $333.21 and XG ª $436.79, where high-risk types have
expected utility of which is 0.62 per cent higher than expected utility in the 
separating equilibrium, while expected utility for low-risk types falls by 1.12 per cent to

This loss in utility for low-risk types is a measure of the negative externality
imposed on them by the high-risk types not being truthful.
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off in the cross-lined region. While these contracts undermine the constrained separating
equilibrium, as we saw earlier, the pooling equilibrium cannot exist either. Thus, the insur-
ance market closes down and no contacts are traded in these (extreme) circumstances.

If the pooling price line lies below the indifference curves of the low-risk types through
point L′ in Figure 5.9 a pooling contract cannot undermine the constrained separating equi-
librium. For example, no contract along price line can attract low-risk types where this
allows the constrained separating equilibrium at L′ and H to exist.

In summary, high-risk types impose externalities on low-risk types when insurers cannot
separate them due to asymmetric information. The unconstrained separating equilibrium
and the pooling equilibrium are unstable as high-risk types attempt to trade low-risk policies.

P2

178 Private insurance with asymmetric information

M

M − L M

E

H

L

L′

XG = XB

XG

XB
PH

PL

Figure 5.8 Separating equilibrium.

M

M − L M

E

EUH

EUL
H

L

L′

XG = XB

XG

XB

PH

PL

P2
–

P1
–

Figure 5.9 Non-existence of separating equilibrium.



A constrained separating equilibrium exits when a pooling contract cannot attract low-risk
types. But low-risk types are worse off because they cannot fully insure, and this welfare
loss is due to actions by high-risk types.

5.3 Concluding remarks

We have examined the role of competitive insurance in economies with individual risk.
Consumers with state-independent expected utility functions fully insure when there is
common information and no marginal trading costs. They deviate from this equilibrium
outcome when there are marginal trading costs or asymmetric information with costly
monitoring. When insurers cannot observe effort by consumers to reduce their probabil-
ity of loss they do not adjust the insurance premium for marginal effort where consumers
choose less than full insurance. And when they cannot separate different risk types 
they restrict insurance cover on low-risk policies to deter higher-risk types from taking
them.
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Box 5.8 A constrained separating equilibrium

In Boxes 5.6 and 5.7 we solved the insurance outcomes in separating and pooling equilibria,
respectively. Since these equilibrium outcomes are unstable, insurers offer high- and low-risk
policies with a constraint on the cover offered to low-risk types. We find the constraint on them
by isolating the consumption bundle where the indifference curve for high-risk types (tangent
to price line PH) cuts the low-risk price line PL at point L′ in the diagram below. All the insur-
ance contracts along PL between endowment points E and L′ make low-risk types better off,
while high-risk types prefer full cover at point H along price line PH.

We isolate L′ by solving the consumption bundle where the high-risk type indifference curve for 
bundle H, cuts the price line for low-risk policies, XG = 700 − 2⁄3XG, 
where and Thus, the insurance cover on low-risk policies in the
constrained separating equilibrium solves with 
where low-risk consumers get expected utility of This equilibrium outcome is
stable because the low-risk indifference schedule through L′ lies above the pooling price line.
Thus, their expected utility is higher in the constrained separating equilibrium than it is in the
pooling equilibrium, with .EU EUCE

L
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Problems

1 Jeremy purchases insurance (Q measured in dollars), at a price equal to the probability
(π) of incurring income loss (L), in order to

where is an endowment of income and 0 ≤ γ <1.
i Derive the first-order condition for optimally chosen insurance (when he is non-

satiated in consumption expenditure) and determine whether Jeremy partially or fully
insures. Does your answer depend on how risk-averse he is?

ii Will Jeremy purchase insurance when he is risk neutral (with γ = 1)?
iii Illustrate your answers to parts (i) and (ii) in the good–bad (G–B) state consumption

expenditure space.
iv Re-do parts (i), (ii) and (iii) above when there is also an access fee for trading 

insurance (which is less than Jeremy’s consumer surplus in part (i)).
2 Consider an economy with a large number (h = 1, ... , H) of consumers who each 

consume a single good x in order to

where the bad state (B) occurs with probability πh and the good state (G) with probability
1−πh. The price of the single consumption good is numeraire, so all values are expressed
in units of good x. Each individual has the same income M = 10,000 (units of good x),
and faces the same size loss L = 5100 (units of good x). They differ only by their risk
type, where a proportion l of consumers are high-risk types (H) with a probability of
incurring the loss L of and the remaining proportion 1 − λ of consumers 
are low-risk types with All the risk in the economy is fully diversifiable 
across consumers so aggregate income is constant. (Notice that preferences are state-
independent, and the probabilities of incurring the loss are unaffected by the amount of
insurance chosen – i.e., there is no moral hazard.)
i Calculate the gain in welfare for the representative risk types when they can purchase

insurance in a complete information setting. (Assume the insurance market is
competitive with no transactions costs.) Illustrate your answer in the state-contingent
consumption space. What are their respective marginal rates of substitution between
good and bad state consumption when they purchase insurance?

ii Calculate the price per unit of insurance in the pooling equilibrium under asymmetric
information when 60 per cent of consumers are high-risk types. Explain what determines
the amount of insurance in a pooling contract. (Assume insurers have no access to infor-
mation that allows them to separate the risk types.) Illustrate this outcome in the state-
contingent consumption space and explain why it cannot exist as an equilibrium.
Consider how insurers distinguish between different risk types in practice.
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iii Explain how you determine the amount of insurance that would be sold to low-risk
types in a separating equilibrium under asymmetric information. Derive an expres-
sion from which you would solve this level of cover. (You are not required to find its
numerical value, but rather to provide an expression that could be solved.) Illustrate
this outcome in the state-contingent consumption space and identify circumstances
where it cannot exist as an equilibrium. What happens in such circumstances?

3 A large number of individuals each consume a single good x (which is numeraire) in
order to

maximize

where a quarter of them are high-risk types (H) with a probability of bad state consump-
tion of πH = 0.7 and the remainder are low-risk types (L) with a probability of bad state
consumption of πL = 0.3. Good and bad state consumption are xG = 10,000 and xB = 8100,
respectively.

i Compute the expected utility of the representative high- and low-risk types in the
absence of insurance. Derive an expression for their marginal valuation for bad state
consumption and compute its value. Illustrate your answers in the commodity space.

ii Compute the expected utility of the representative high- and low-risk types when they
can purchase insurance sold in a frictionless competitive market with common infor-
mation. Calculate their marginal valuations for bad state consumption in this equilib-
rium and illustrate your answer in the commodity space. Describe the insurance
contracts that trade in the equilibrium. Explain how a fixed transactions cost of 
writing insurance contracts would affect the outcome. Illustrate your answer in the
commodity space.

iii Calculate the per unit cost of insurance in the pooling equilibrium when there is
asymmetric information and insurers have no ability to screen the risk types. Describe
the insurance contract and illustrate the equilibrium in the commodity space. Derive
a relationship between good and bad state consumption for the low-risk types when
they can purchase insurance at this price. Consider whether it is possible for this 
equilibrium to exist.

iv Can a constrained separating equilibrium exist when there is asymmetric information?
Illustrate the equilibrium outcome and describe the insurance contracts that will trade
if it exists.

v Use diagrams to identify the externality that arises in the asymmetric information
outcomes in parts (iii) and (iv) above. Identify circumstances where this externality
arises in practice and indicate ways insurers mitigate its effects. Compare the welfare
outcomes in parts (i) and (ii) above with the equilibrium outcome when there is asym-
metric information and insurers cannot screen the risk types or sell them different
types of contracts.

4 Consider an economy with a large number of identical consumers (H) who each 
maximise their expected utility

EU = pU(xB) + (1−p)U(xG),

where π is the probability of bad state consumption (xB) and 1 − π the probability of
good state consumption (xG). (Assume there is complete information.)

EU x x i H Li i B i G= = − ∈π π( ) , { , },1
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i Suppose each consumer can self-insure by expending effort (e) to reduce the size of
a loss L (where Le < 0) so that consumption in each state is xB = M − L(e) − e and xG =
M − e. Derive the necessary condition for positive effort and draw the consumption
opportunity set in the commodity space when Lee > 0. (Start from the endowment
point with e = 0 and then increase effort.) Derive the marginal cost of increasing bad
state consumption (measured in units of good state consumption) and isolate the cir-
cumstances where optimally chosen self-insurance eliminates the variability in con-
sumption across the two states.

ii Now suppose consumers can self-insure and purchase insurance (Q) in a competitive
market at price p per dollar. (Assume there are no transactions costs.) This makes
their consumption in each state xB = M − L(e) − e + Q − pQ. and xG = M − e − pQ.
Derive the first-order conditions for optimally chosen insurance when self- and
market insurance are both positive. What is the marginal cost of increasing bad state
consumption (measured in units of good state consumption) with market insurance,
and how does it compare with the marginal cost of bad state consumption through
self-insurance when they are optimally chosen? Use this cost comparison to explain
how self-insurance changes when transactions costs raise the dollar cost of market
insurance p. (Assume changes in effort do not affect p.)
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6 Derivative securities

Financial securities are used to fund investment in future consumption flows. As noted in
Chapter 3, these flows are subject to aggregate uncertainty and individual risk – aggregate
uncertainty must ultimately be borne by consumers, while individual risk can be eliminated
through the diversification effect from holding securities in portfolios and by trading private
insurance. In a complete capital market where the no arbitrage condition holds consumers
costlessly eliminate individual risk. In previous chapters no distinction was made between
primary financial securities, such as shares and bonds, and the derivative securities written
on them, such as options and futures contracts. Derivatives have values that derive from
underlying assets, both financial and physical, because they represent claims to them at pre-
determined prices and times. Derivatives are normally thought of as financial securities
whose values derive from one or a bundle of other financial securities, but the term is used
more widely here to include options and futures contracts for commodities. There has been
a large growth in derivative trades in recent years. Micu and Upper (2006) report a com-
bined turnover in fixed income, equity index and currency contracts (including both options
and futures) on international derivatives exchanges of $US344 trillion in the fourth quarter
of 2005. Most financial contracts were for interest rates, government bonds, foreign
exchange and stock indexes, while the main commodity contracts were for metals (particu-
larly gold), agricultural goods and energy (particularly oil).

Derivative securities play a key role in facilitating trades in aggregate risk and allow-
ing investors to diversify individual risk by completing the capital market. They also pro-
vide valuable information about the expectations investors have for future values of the
underlying assets. An option contract gives the bearer the right to buy or sell an under-
lying asset at predetermined price on or before a specified date – a call option is the right
to buy the asset and a put option the right to sell it. They are not obliged to exercise these
rights, and do so only if it increases their wealth. In contrast, a forward contract is an
obligation to buy an underlying asset at a specified price and time. They are frequently
implicit contracts, where, for example, consumers commit to purchase a house or car at
a future time at an agreed price, and most employers commit to pay wages and salaries
for labour services rendered to them. A futures contract is a standardized forward con-
tract that trades at official stock exchanges, such as the New York Stock Exchange and
the Australian Securities Exchange. They can be traded repeatedly up to the settlement
date, where the gains and losses made on them are settled daily through a clearing house.
To ensure they are liquid markets, traders are required to maintain deposits with them to
cover expected daily gains and losses, and price limits are employed to restrict the size
of daily changes in futures prices. Standardized options contracts also trade on formal
exchanges.



A key objective in this chapter is to price these derivative securities. One approach would
be to adopt an economic model that allows us to solve the stochastic discount factor in the
consumption-based pricing model in (4.28) and use it to value the payouts to derivatives.
This is the approach adopted in the asset pricing models examined earlier in Chapter 4
where restrictions were imposed on consumer preferences and the distributions of returns to
securities to make the stochastic discount factor linear in a set of state variables reported in
aggregate data. But the preferred approach obtains pricing models for derivatives as func-
tions of the current values of the underlying asset prices, together with conditions specified
in the contracts. Since the assets already trade we can use their current prices as inputs to
the pricing model without trying to compute them. In effect, this approach works from the
premise that markets price assets efficiently and all we need to do is work out how the deriv-
atives relate to the underlying assets themselves.

In Section 6.1 we summarize the peculiar features of options contracts and then present
the Black and Scholes (1973) option pricing model. This values share options using five
variables – the current share price, its variance, the expiry date, exercise price and the risk-
free interest rate. It is a popular and widely used model because this information is readily
available, but it does rely on a number of important assumptions. For example, the variance
on the underlying share is constant and the option is a European call option which cannot
be exercised prior to expiration as is permissible for American options. There is evidence
that the variances in share prices change over time, and it may be optimal to exercise an
American option early when shares pay dividends.

After summarizing the defining features of futures contracts in Section 6.2 we look at
how they are priced. Once again, their values are determined by the current price of the
underlying asset, the settlement date, margin requirements, price limits and storage costs
when the goods are storable. Commodity futures trade for agricultural commodities,
metals and oil, while financial futures trade for interest rates, stock indexes, shares,
bonds and foreign currencies. It is rare for the underlying assets to be delivered at settle-
ment, and cash settlements are much more common. Traders who buy a futures contract
commit to pay the contract price for the underlying asset at settlement. When the future
spot price is less than the contract price the buyer pays the difference to the seller by way
of cash settlement, while the reverse applies when the future spot price is higher.
Physical commodities may actually be delivered at settlement when they are used as
inputs to production.

6.1 Option contracts

In this section we focus on formal options contracts, but it is also important to recognize
the role of informal contracts in the allocation of resources. For example, firms may buy
land that gives them the option of expanding activities in locations where availability of
land in the future is uncertain. If there are fixed sunk costs from undertaking activities
with uncertain future payouts, there may be gains from delaying them until the uncer-
tainty is partially resolved. There are welfare gains when the benefits from waiting
exceed the costs of creating the option.1 In other circumstances options raise welfare by
allowing a more efficient allocation of risk between consumers. For example, share
options allow consumers to truncate the payouts on shares, as the contracts give them the
right, but not the obligation, to trade them at (or before) a specified time and price.
Specialized options contracts trade over the counter while standardized contracts trade
on formal exchanges.
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6.1.1 Option payouts

There are two types of options – a call that gives the buyer the right to purchase an under-
lying asset, and a put that gives the buyer the right to sell it. These contracts specify the fol-
lowing conditions:

∑ The underlying asset that can be traded at the discretion of the buyer. Most of the stan-
dardized financial contracts are for a fixed quantity of financial securities, such as indi-
vidual shares, bonds, stock indexes and foreign exchange, while standardized commodity
contracts specify quantities of goods with defined qualities. Usually quality is determined
by setting bounds on their physical attributes.

∑ The expiration date when the contract lapses.
∑ The exercise (strike) price for the underlying asset when the contract lapses.

European options can only be exercised when they expire, while American options can
be exercised any time up to or at expiration. Later we identify realistic circumstances
where the American options will not be exercised early because the expected payouts are
higher from waiting. For that reason we examine European options in the following
analysis and do so for an individual ordinary share (S) in a publicly listed company.
Holders of call options on shares receive no dividends or voting rights until they exer-
cise the option. Thus, the payouts (at expiration, time T) from holding a European call
option are

(6.1)

where ST is the random share price at time T and  ŜT the exercise price. Since the option is
only exercised when the buyer pays no more than  ŜT for the share. A European put
option gives the buyer the right to sell the share at time T, where the payouts are

(6.2)

Since it is exercised when , the buyer receives no less than ŜT from selling the share.
The payouts to both contracts at time T are summarized in Figure 6.1 by the solid lines,
while the dashed lines summarize the corresponding liabilities incurred by sellers. Trading
costs would shift down the solid lines and shift up the dashed lines. These payouts are not
profits because buyers pay a price for option contracts. There are expected profits when the
discounted value of the option payouts exceed the option price. And this occurs when traders
have different information about the share price at the expiration date. In a frictionless com-
petitive market with common information, arbitrage eliminates profit by equating option
prices to the discounted value of their payouts. When European share options are written the
exercise price is usually set near the market price of the share (when it pays no dividends).
If, at any time prior to expiration, the share price exceeds the exercise price the call option
is in the money, it is out of the money when the share price is lower, and at the money when
it is the same. This also applies to put options when the relationships between the market
and exercise prices are reversed. Options have a positive market value even when, prior to

�S ST T< ˆ

P S ST T T= −max( ˆ , ).� 0

�S ST T> ˆ

C S ST T T= −( )max ˆ ,� 0

Derivative securities 185



expiration, they are out of the money if the variance in the share price creates the possibil-
ity of their being in the money at expiration.

Traders use options contracts to exploit any profits from having different information and
to spread risk. They combine options with other assets to create perfect substitutes for all
existing traded securities. By bundling securities with their perfect substitutes they can
create risk-free arbitrage portfolios to exploit any profits in security returns. Options can
also be used to complete the capital market so that consumers can trade in every state of
nature.

Before demonstrating these roles we summarize the payouts (at date T) to the underlying
share , and to a risk-free zero coupon bond (BT) with a payout equal to the exercise price
( ŜT). These are illustrated in Figure 6.2, where payouts to buyers of both securities are solid
lines and payouts by their sellers are dashed lines.
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Figure 6.2 Payouts at time T on shares and risk-free bonds.
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Based on the law of one price, the payouts to a call option on this share can be replicated
by purchasing the share and a put option on it, and selling a zero coupon bond with a payout
equal to the exercise price on the option, where

(6.3)

The combined payouts to these three securities are illustrated in Figure 6.3. There are poten-
tial arbitrage profits when the current price of the option is not equal to the discounted value
of the payouts to the three securities that replicate it. In a competitive capital market there
are perfect substitutes for all new securities where options play an important role in making
this possible.

To see how options can be used to shift risk between traders with different information,
we consider three strategies for combining put and call options:

∑ spread, where a put and call are combined with the exercise price on the put set below
the exercise price on the call at a common expiration date;

∑ straddle, which combines a put and call on a share with the same exercise price and
expiration date;

∑ strip and strap, which combine two puts with a call and two calls with a put, respectively.

The payouts for a straddle are illustrated in Figure 6.4, together with two probability distri-
butions for the share price with the same mean value. Clearly, the payouts to the straddle rise
with the variance in the share price. When traders have common information and see the same
probability distribution for the share price the straddle pays a normal return. But traders can
make profits from holding the straddle when they have different information than the market
that indicates there is greater volatility in the share price (around an unchanged mean). The
dashed curve is a distribution where the variance in the share price is larger than the variance
observed by market traders in the solid curve. Thus, traders with different information expect

� � �C S P BT T T T= + − .2
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the two option contracts to have higher expected payouts and therefore value them above their
current market prices. Clearly, if the volatility turns out to be smaller than what the market
believes then traders make losses when they are long in the straddle. Those with better infor-
mation make profits by taking the appropriate positions in the market, and this provides them
with an incentive to become better informed.

A spread allows traders to access payouts located in the tails of the probability distribution for
the share price. Thus, it becomes more attractive than the straddle when the largest difference
between the trader and market expectations occurs in the extremities of the distribution. Traders
can make profits by constructing a butterfly when they expect less volatility in the share price
(with an unchanged mean) than the rest of the market. This is a strategy that goes long in a call
in the money (with strike price  ŜT + a), long in a call out of the money (with strike price  ŜT − a)
and short in two calls at the money (with strike price ŜT). The payouts at expiration (T) are illus-
trated in Figure 6.5, together with the different market and trader probability distributions.

6.1.2 Option values

Up to this point we have summarized the payouts for short and long positions on call and
put options at their expiry dates. The next important step is to compute the market prices
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in time periods prior to expiration, that is, to compute the discounted present value or their
payouts at any time t < T. To simplify the analysis we focus on share options and then con-
sider how the pricing model changes for options on other assets.

In a competitive capital market where the law of one price holds, Stoll (1969) uses (6.3)
to obtain the put–call parity relationship for European share options, given by

where the option contracts have the same exercise price, which is also the payout to the 
risk-free bond, with BT = ŜT. This is confirmed by using the option payouts in (6.1) and 
(6.2), where

Since this parity relationship holds at expiration in every state of nature, it also holds for the
current values of the assets, with:

(6.4)

where B0 = ŜT /(1 + i)T is the value of risk-free debt that pays  ŜT with certainty at the expiry
date. This means there is no need to separately compute the prices of call and put options.
Once we know the value of a call option we can use it, together with the share price and
the risk-free interest rate, to compute the value of the put option. For that reason we will
focus on pricing call options on shares in the following analysis. The same model can be
used to price European and American call options when shares pay no dividends as
American options are not exercised early in these circumstances. This is demonstrated by
comparing the payouts on two portfolios of securities – one long in a share that pays no
dividends and the other long in a call on the share and a zero coupon bond with a payout
equal to the exercise price on the call option ( ˆST). At expiration the payout on the share 

is less than the combined payout on the call and bond which means 
the market value of the share cannot exceed the market value of the call and bond at any
time t < T:

On rearranging this expression, we can see why at any time t < T the market value of the call
must be strictly greater than the payout from exercising the option early, with:

where traders maximize profit by holding options until they expire, or by selling them rather
than exercising early. But the following pricing models will not in general apply to American
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options when shares pay dividends, unless all traders expect the same dividend payments
and compute their impact on the future share prices in the same way.

As noted earlier, we could use the consumption-based pricing model in (4.28) to value the
call option in any time period t < T, as:

But additional restrictions need to be imposed on consumer preferences and/or the distribu-
tions of security prices before this model can be estimated using financial data. In general
circumstances the stochastic discount factor is a non-linear function of a potentially
larger number of variables that are difficult to solve. Before taking a different approach,
however, we can use this pricing model to place upper and lower bounds on the option value
using the current share price, the risk-free interest rate, the exercise price and the exercise
date. This is illustrated in Figure 6.6, where the option value is measured against the share
price at time t < T along curve AB.

Since the payout on the option approaches the current share price as T goes to infinity,
sets the upper bound on the option value. In fact, it will be slightly lower when share-

holders have valuable voting rights that do not accrue to option holders. The lower bound is
determined by the current value of the payouts to the option, which is the difference between
the current share price and the discounted value of the exercise price, where:

On that basis, the option value must lie inside the shaded region in Figure 6.6, where
curve AB is an example of the valuation schedule. When the current share price is zero
the call option has no value as traders are expecting no future net cash flows. Even when
the current share price is equal to the discounted value of the exercise price it still has a
positive value because the variance in the share price means there is a positive probability
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it will be in the money at time T. The vertical distance between the lower bound and
schedule AB is a measure of the time value of the option due to the variance in the share
price. As the current share price rises above the discounted value of the exercise price the
option value approaches the lower bound in the diagram because the share price is less

Box 6.1 Valuing options with Arrow prices: a numerical example

Consider the European call and put options written on Purple Haze Ltd. shares. They expire in
3 months’ time and have an exercise price of $19.25. The current share price is $19.10, while
its future value at expiration in each of six possible states of nature are summarized below,
together with the full set of Arrow prices.

States

Prices t = 0 1 2 3 4 5 6

Share 19.10 25.80 12.50 16.20 26.40 8.90 22.00
Arrow 0.990 0.18 0.22 0.16 0.19 0.09 0.15

Since the current value of a three-month risk-free bond that pays one dollar in each state is 
the sum of the Arrow prices ($0.99), the interest rate for the period is approximately 1 per cent,
with i = 1/$0.99 − 1 ≈ 0.01. The payouts to the call and put options in each state are sum-
marized below in the absence of transactions costs, with Cs = Ss − $19.25 and Ps = $19.25 − Ss,
respectively.

Payouts

States 1 2 3 4 5 6

Call 6.55 0.00 0.00 7.15 0.00 2.75
Put 0.00 6.75 3.05 0.00 10.35 0.00

Using the Arrow prices the current value of the call option is

while the current value of the put option is

We can use these prices to confirm the put–call parity relationship in (6.4) by computing he
current value of a risk-free bond that pays $19.25 in 3 months’ time, as B0 = ($19.25 ¥
$0.99)  = $19.0575, where:

Arrow prices are not used in practice as they are not observable. In general, they are difficult
to compute using reported data as they are potentially complicated functions of the exogenous
variables that determine a competitive equilibrium outcome. That is why the popular pricing
models in finance compute Arrow prices by placing restrictions on consumer preferences
and/or security returns.
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likely to rise much further in the future. In other words, higher share prices are located
further to the right-hand side of the probability distribution. As the exercise price rises the
option value approaches the share price because there is a greater chance of it being in the
money at expiration, but a higher exercise price lowers the option value by reducing the
payouts at expiration.

As noted earlier, we could derive an option pricing model that solves the share price by
adopting the approach used to derive the CAPM, ICAPM, APT and CCAPM in Chapter 4.
But that makes the model more difficult to use in practice because it solves the underly-
ing value of the asset subject to the restrictions imposed by the options contracts. Since
share prices are functions of variables that are difficult to measure, even with minimal
restrictions placed on preferences and security returns, the pricing models perform poorly
in empirical tests. Indeed, we saw earlier in Chapter 4 how poorly they perform in a
number of empirical studies. Black and Scholes (1973) adopt a different approach by
using the current share price to determine the market value of the options written on them.
As they do not attempt to solve the price of the underlying asset their pricing model is
much easier to use because it is a function of a small number of variables that are readily
obtained from reported financial data.

6.1.3 Black–Scholes option pricing model

Black and Scholes price a European call option on a share by constructing a replicating port-
folio that combines the share with a risk-free bond, where the portfolio is continually adjusted
over time to make its payoffs the same as the option. They invoke the law of one price and
set the option value equal to the value of its perfect substitute, the replicating portfolio.
Unlike the consumption-based pricing models examined in Chapter 4, no restrictions are
placed on consumer preferences in their model. They make the following important simpli-
fying assumptions:

1 The share price follows a random walk in continuous time, which is consistent with it
being lognormally distributed in discrete time, and it has a constant variance.

2 It is a European option on a share that pays no dividends.
3 The risk-free interest rate is constant.
4 There are no frictions such as taxes and transactions costs in the capital market, where

the no arbitrage condition holds (as a basis for invoking the law of one price).

Rather than provide a complete derivation of the model we focus on providing intuitive
explanations for the steps taken. Based on the put–call parity relationship in (6.4), we 
construct a continuous risk-free hedge portfolio (H) which combines the share with a call
option on it, and which at each time t (omitting time subscripts to avoid notational overload)
has a market value of

(6.5)

where aS and aC are the number of shares and call options held in the portfolio, respectively.
Over time the share price and option value change, with

(6.6)dH a dS a dCS C= + .

H a S a Cs C= + ,

192 Introduction



To see how the share and call are combined in the risk-free hedge portfolio at each point in
time, consider the situation illustrated in Figure 6.7 where the value of the option is 7.5 cents
when the current share price is 40 cents. (The positively sloped line is tangent to a point G
located on the call option valuation schedule AB illustrated in Figure 6.6.) If, over the next very
small interval of time, the share price can be either 35 cents or 45 cents, the slope of the val-
uation schedule is ∂C/∂S = 0.5. The hedge portfolio is kept risk-free by selling ∂C/∂S = 2 call
options, which is one over the slope of the valuation schedule at point G. When the share price
is 45 cents the investor loses 2.5 cents on each option sold due to the increase in its market val-
uation. But this 5 cent loss is offset by the 5 cent gain in the share price. In contrast, when the
share price is 35 cents the investor gains 5 cents on the two options, offsetting the 5 cent loss
on the share. Since ∂S/∂C options are short-sold with every share purchased in the hedge port-
folio, set aS = 1 and aC = − 1/(∂C/∂S) in (6.6), where:

(6.7)

The next step is to specify how the share and option values change over time. Since the
option value derives from the underlying share price, we need only explain how the share
price changes. Black and Scholes assume the rate of return on the share follows a geometric
Brownian motion in continuous time, which over a small time interval (dt) is described by:

(6.8)

with µS being the instantaneous expected rate of return on the share (which measures the
drift in the random walk over the time interval dt), σS the instantaneous standard deviation
in the rate of return on the share, and dz a Wiener process.3
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Figure 6.7 Constructing a risk-free hedge portfolio.
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A Wiener process of Brownian motion is the continuous-time limit of a random walk with
independent increments having mean zero and variance proportional to the time interval.4 Thus,
we can interpret µS dt as the expected rate of return from holding the share over the next small
interval in time (dt), and σS dz as the unexpected change in the return (with E(dS/S) = µS), where
the unexpected change is the product of the instantaneous standard deviation (σS), which is pos-
itive, and the stochastic deviation (or white noise, dz), which can be positive or negative. Thus,
the proportionate change in the share price can be positive or negative over each small time
interval. Since z is purely random it is non-differentiable so standard calculus cannot be used to
integrate the stochastic differential equation in (6.8). Instead, Ito’s lemma is used to obtain a dif-
ferential equation for changes in the value of the call option, of

(6.9)

After substituting this into (6.7), and noting that the rate of return on the hedge portfolio is
by construction risk-free, with dH/H = idt, we obtain a differential equation for changes in
the current value of the call option:

(6.10)

The most notable feature of this equation is that it is non-stochastic due of the absence 
of dS, which results from pricing the call option inside the continuously adjusted hedge port-
folio to make it risk-free. Black and Scholes solve this differential equation subject to the
boundary condition on the payouts at expiry date T in (6.1) (and also requiring C = 0 when
S = 0), which leads to the Black–Scholes option pricing model,

C t (St, T ) = St N (d1) – e −iτ N (d2), (6.11)

where

and d2 = d1 − for τ = T − t.

It is based on the following assumptions:
∑ Changes in the share price are described by a Wiener process with a constant variance.
∑ It is a call option that pays no dividends.
∑ The interest rate is constant.
∑ There are no frictions in the capital market and the no arbitrage condition holds.

As noted above, the striking feature of this model is that it is a function of five vari-
ables we can obtain from reported financial data. Four of them are directly observable in
reported financial data (the current share price, exercise price, expiration date, and inter-
est rate), while the fifth (the variance in the share price) can be estimated from historical
data. Also, the model does not depend on investor risk preferences because they determine
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Box 6.2 The Black–Scholes option pricing model: a numerical example

We use the Black–Scholes model here to compute the current value of a European call option
written on an AutoGrand share. The current share price is $12.50, while the exercise price on
the option is $9.50 when it expires in 3 months’ time. Using past data, we find the share price
has a standard deviation of 25 per cent, and the risk-free interest rate is 5.5 per cent. If no divi-
dends are expected on the share over the next 3 months we can compute the current value of
the option by substituting S0 = $12.50, σS = 0.25, i = 0.055 and τ = 0.25 into the 
Black–Scholes model in (6.11),

with

and

Using the cumulative standard normal distribution function we find the inverse value of the
hedge ratio is N(d1) ≈ 0.991057605, and the probability the option will be in the money at
expiration is N(d2) ≈ 0.987551424. After substituting these into the valuation equation above,
and using e−(0.055 ¥ 0.25) = 0.986344099, the option value is C0 ≈ $3.13. These workings are sum-
marized below as the base case, together with the recalculation of the option value for a differ-
ent expiration date, standard deviation, interest rate, exercise price and current share price,
respectively.

Base τ = 0.5 σ = 0.35 i = 0.08 ST = 12.50 S0 = 9.50

S0 12.5 12.5 12.5 12.5 12.5
ST 9.5 9.5 9.5 9.5 9.5
τ 0.25 0.25 0.25 0.25 0.25
i 0.055 0.055 0.055 0.055 0.055
σ 0.25 0.25 0.25 0.25 0.25
d1 2.3680 1.7964 1.7343 2.4180 0.1725 0.1725
d2 2.2430 1.6196 1.5593 2.2930 0.0475 0.0475
N(d1) 0.9911 0.9638 0.9586 0.9922 0.5685 0.5685
N(d2) 0.9876 0.9473 0.9405 0.9891 0.5189 0.5189
e-iτ 0.9863 0.9729 0.9863 0.9802 0.9863 0.9863

C0 3.13 3.29 3.17 3.19 0.71 0.54

Change (%) –– 5.01 1.10 1.84 −77.42 −82.84

The option value rises for increases in the time to maturity, the standard deviation in the
share price and the interest rate, while it falls for increases in the current share and exercise
prices.
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the current value of the share price which is not solved in the model. Despite its apparent
complexity, there is good intuition for the functional relationships in (6.11). N (.) is the
standard cumulative normal distribution function over the random variable z with mean
zero and unit standard deviation. It is the stochastic process that generates the variance in
the share price, where N(d1) is the inverse of the hedge ratio (with N (d1) = ∂C/∂S ) and
N (d2) the probability the option will be in the money at expiration. On that basis we can
interpret the value of the call in (6.11) as the market value of the shareholding required to
replicate the call St N (d1) less the present value of the implicit amount borrowed
Ŝ T e –iτN (d2).

We can confirm the earlier conjecture about the way the five variables in (6.11) affect the
value of the option. It increases with a higher share price, interest rate, variance in the share
price and expiration date. A larger variance and later expiration date both raise the value of
the option by increasing the likelihood of it being in the money at expiration. Indeed, the
time value of the option derives from the variance in the share price which increases over
time. To see why this happens, consider the term It measures the standard deviation
in the rate of return on the share price over the life of the option (τ ∫ T − t ), and is a prop-
erty of the Wiener process that generates the uncertainty in the share price. In each in-
finitesimally small time interval over the life of the option the share price can rise or fall
proportionally by σS around the expected increase of µS. Since it can rise (or fall) by σS

around this expected trend in every period, the variance over the life of the option contract
(τ) becomes , so that the standard deviation is Thus, the later the expiration
date the larger is the variance in the return on the underlying share. A higher interest rate
also increases the option value because it reduces the current value of paying the exercise
price, while a higher exercise price reduces the option value.

Merton (1973b) modifies the Black–Scholes option pricing model by including continu-
ous dividend payments on the share and finds it is not optimal for traders to exercise early.
Roll (1977b) achieves the same result by assuming dividend payments are known before-
hand. Beyond these restrictions, however, the impact of dividends on the valuation of
American call options is unclear. Similar problems arise for the valuation of American put
options when the share price falls below the exercise price. As it gets closer to zero traders
can eventually do better by exercising early and investing the proceeds in bonds for the
remaining time to expiration. Merton was also able extend the Black–Scholes model by
allowing a stochastic interest rate, but not a stochastic variance in the share price or a
random maturity date. Cox et al. (1979) derive the Black–Scholes model using binomial dis-
tributions, while Cox and Ross (1976) extend it by allowing the variance in the share price
to change in a constant elasticity of variance model.

6.1.4 Empirical evidence on the Black–Scholes model

Black and Scholes test their pricing model using data for over-the-counter options on secu-
rities traded in the Unites States between 1966 and 1969. They use their model to estimate
the expected prices of these contracts and compare them to the actual prices. Any differ-
ences between them did not provide significant expected profit when combined inside the
hedge portfolio. In particular, the profit could not be eliminated with transactions costs as
low as 1 per cent. Galai (1977) and Bhattacharya (1983) also find evidence supporting the
ability of the Black–Scholes model to predict option prices using data from the Chicago
Board of Options Exchange. However, Macbeth and Merville (1979) and Beckers (1980)
obtained better estimates of in-the-money options using the constant elasticity of variance

σ τS .σ τS
2

σ τS .
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model than the constant variance Black–Scholes model. Rubinstein (1985) concluded the
extensions to the Black–Scholes model could not explain all the bias in its estimates all 
the time.

6.2 Forward contracts

It is common for consumers to make commitments to buy and sell commodities in future
time periods. For example, they agree to trade major items like houses and cars in this way.
Firms also contract to buy inputs ahead of time to ensure uninterrupted future production
flows and to reduce the variance in their costs, while others contract to sell their outputs
ahead of time to reduce the variance in their sales revenue. The seller of a forward contract
agrees to deliver an underlying asset at a specified date (or, for commodity contracts, within
a specified period of time) at a specified price. Many of these exchanges are implicit 
forward contracts while others are official, and the official contracts take one of two forms.
The first are specialized forward contracts that trade between specified sellers and buyers
in over-the-counter trades, while the second are standardized futures contracts that trade on
official futures exchanges run by most stock exchanges.7 Over-the-counter contracts match
individual buyers and sellers and are rarely traded between the time they are written and the
date they are settled. They are used by traders of assets where differences in quality are
important to buyers. In contrast, buyers and sellers of futures contracts trade them frequently
over this period but through an official futures exchange. There is no matching of buyers
and sellers in futures markets because there is less variability in the quality of the underly-
ing assets or their quality can be summarized in sufficient detail in standardized contracts.
The underlying assets can be physical commodities, such as wheat, wool and metals, or
financial securities, including individual shares, bonds, share indexes and foreign curren-
cies. Clearly, financial securities are likely to be less variable in quality than commodities,
and as a consequence are more easily accommodated in standardized futures contracts.
Quality differences in some commodities can be summarized fairly accurately in standard-
ized contracts as well. For example, wool can be described by a comprehensive set of char-
acteristics such as colour, fibre length, fibre width, vegetable matter content, weight and
yield, which are measured and reported at all the wool auctions in Australia. For that reason,
wool futures are actively traded in Australia.

Futures contracts are highly liquid markets where gains and losses from movements in
futures prices are settled daily through clearing houses operated by futures exchanges. In
other words, the gains and losses are marked to the market each trading day. The main
reason for doing this is to stop traders defaulting on their contracts, or at least, to limit
the losses when default occurs. To that end, futures traders are required to make initial
deposits and maintain them at margins that are expected to cover any daily losses.
Additionally, bounds are set to limit the daily price changes on futures contracts, where
the price limits are normally raised when they bind for a number of consecutive days.
Without margins and price limits, futures traders can be exposed to very large losses
because they pay no price when the contract is initially written. This is a problem when
speculators trade futures contracts solely for the purpose of making expected profits by
exploiting different information from the market. They make profits by combining the
underlying asset with its futures contract when they expect a future spot price for the
commodity at settlement different from the rest of the market. For example, if the market
expects a lower future spot price the speculator can make profits by selling the futures
contract and buying the underlying asset.
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Forward contracts play a number of important roles that facilitate the efficient allo-
cation of resources over time. Their prices are important signals about the expectations
market traders have for future prices of the underlying assets, where speculators can
profit from accessing new information. Another role is that of hedging, where traders
use futures to transfer aggregate risk and eliminate individual risk. Farmers sell wool
futures to reduce the variance in their income, where they trade aggregate risk to agents
who specialize in risk bearing, and diversify individual risk across wool growers with
uncorrelated production risk. Futures contracts are used to perform these functions
when they do so at lower cost than other alternatives such as purchasing explicit insur-
ance contracts.

6.2.1 Pricing futures contracts

We now turn to the pricing of futures contracts, noting that prices of non-standarized for-
ward contracts can be obtained as special cases. As stated earlier, no price is paid for a
futures contract at the time it is written, where the contract price is the expected spot price
of the underlying asset at the date of settlement. In prior time periods the asset price nor-
mally changes, thereby causing the futures price to change. For the most part, the underly-
ing asset is not traded at settlement, but rather the difference between the contract and spot
price is paid in cash. If the contract price is higher, the buyer pays the difference to the
futures exchange which transfers it to the seller, while the reverse applies when it is lower.
This ensures the seller always ends up being paid the contract price for the underlying asset
at settlement. However, rather than wait until then, traders settle their gains and losses at the
end of the each trading day based on the closing price of their contract. This is where the
gains and losses are marked to market against deposits lodged at the futures exchange by
traders. In time periods closer to the settlement date the contract price approaches the under-
lying asset price. Since there are fundamental differences between the payouts to commod-
ity and financial futures contracts, we consider then separately.

A commodity futures contract that delivers a storable commodity (N) at settlement date T
has a current price (0 FNT) equal to the current spot price of the commodity plus the oppor-
tunity cost of time and storage costs:

(6.12)

where iT is the average annual yield on a risk-free bond that matures at time T, and 0QNT

the present value of the marginal cost of storing commodity N over the period. As a way
to understand this relationship, consider a situation where storage is costless, so that 0 FNT

= pN0(1 + iT)T. A trader who sells a futures contract commits to sell the commodity at time
T for price 0 FNT. By arbitrage in a frictionless capital market this price must be equal to
the cost of borrowing funds at the risk-free rate to buy the good now at price pN0 and to
hold it until time T when the contract expires. At this time the trader receives certain rev-
enue of 0FNT and retires the debt by paying pN0(1 + iT)T. Marginal storage costs raise the
futures price because they increase the cost of transferring the commodity into the future.
Hicks (1939) and Keynes (1923) refer to this arbitrage activity as hedging, while Kaldor
(1939) also includes a marginal convenience yield in the commodity futures contract price

0 0 01 1F p i Q iNT N T
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when stocks provide positive benefits (by way of lower costs) for users. For example, 
a steel producer can minimize disruptions to its production run by holding (or having
access to) stocks of coal, iron and other raw material inputs, where the benefits lower the
futures price, so that

(6.13)

where 0YNT is the present value of the marginal convenience yield from storing a unit of the
commodity until time T. In practice, it is useful for traders to know whether futures prices
are accurate predictors of expected spot prices because it provides them with valuable infor-
mation for making intertemporal consumption choices. In a certainty setting (or with risk-
neutral consumers) the futures price in (6.13) is also the expected spot price for the
commodity at time T, with . However, when the return from holding the
commodity is uncertain the expected spot price becomes

(6.14)

where is the expected annual yield from holding commodity N until time T. Any
storage costs and convenience yield are included in this expected return. When the com-
modity contributes to consumption risk, and consumers are risk-averse, a risk premium
will drive the futures price below the expected spot price. Indeed, some commodity pro-
ducers use futures contracts to reduce their consumption risk by transferring it to specu-
lators who are specialists at risk bearing, and they pay a risk premium to them as
compensation by discounting futures prices. This can be demonstrated by using one of
the consumption-based asset pricing models examined earlier in Chapter 4 to isolate 
the risk premium embedded in the expected holding return to commodity N in (6.14). 
If, for example, the CCAPM in (4.41) holds, the expected spot price in (6.14) can be
decomposed as

(6.15)

where βIN is commodity N’s contribution to aggregate consumption risk, and īI − i is the
market premium paid for this risk. Notice the risk premium is only paid in the last
period. Thus, there is no intermediate uncertainty where consumers revise their expectations
about the commodity risk in prior periods.10 It is clear from (6.13) and (6.15) how the risk
premium drives the futures price below the expected spot price. Keynes refers to this as
normal backwardation, and it can be illustrated by considering the futures contract that
matures in 1 year, with T = 1, where
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Dusak (1973) finds no evidence of any discount in the futures prices for wheat, corn and
soybeans in US data. In other words, all the commodity price variability was diversifiable
risk and attracted no risk premium.

Futures prices for financial securities do not include the last two terms in (6.13) because
they trade in highly liquid markets with (almost) no storage or other trading costs and no
convenience yield. Thus, the current price of a futures contract for share S that pays no divi-
dends and is settled at date T is:

(6.17)

where S0 is the current share price and iT the average annual yield to maturity (T) on a long-
term bond. There are two ways of acquiring share S at time T – one is to purchase 
it now by paying price S0 and then holding it until time T, while the other is to purchase 
a futures contract which allows the holder to pay the price 0 FST for the share at time 
T. Arbitrage in a frictionless competitive capital market will equate the present value of
these options, with S0 = 0 FST/ (1 + iT) T. Once again, the futures price will be less than the
expected spot price when the economic return on the share contains market risk. To see this,
we compute the expected share price at settlement date T in the absence of intermediate
uncertainty as

(6.18)

where is the expected return to share S in period T. When the CCAPM in (4.41) holds
we can decompose (6.18) as

(6.19)

where is the premium for the share’s contribution to aggregate consumption
risk. Clearly, this risk premium drives the futures price in (6.17) below the expected spot
price in (6.19), with . When dividends are paid in periods prior to settlement
the futures price in (6.17) falls as they are not received by the holder of the futures contract,
so that

(6.20)

with being the discounted present value of the dividends paid to share S over
periods 0 to T. Since share S has a lower market value when it pays dividends prior to 
settlement the futures price also falls.

Futures prices for discount bonds (D) are described by (6.17) as all their payouts occur at
maturity:

(6.21)0 0 1F D iDT T
T= +( ) .

PV DIVST( )�

0 0 0 1F S PV DIV iST ST T
T= − +[ ( )]( ) ,�

0 0F E SST T< ( )�

( )i iI IS− β

E S S i i i iT T
T

I IS0 0
11 1( ) ( ) [ ( ) ],� = + + − −− β

iST

E S S i iT T
T

ST0 0
11 1( ) ( ) [ ],� = + +−

0 0 1F S iST T
T= +( ) ,



Derivative securities 201

This can differ from the expected spot price when the interest rate changes over time. Long
(1974) uses the ICAPM to compute the forward price of a discount bond that matures at
time T when the interest rate and relative commodity prices are stochastic, and finds that the
expectations hypothesis can fail in the presence of the no arbitrage condition. As a way to
demonstrate this point, we allow changes in aggregate consumption risk through changes in
the interest rate (βiD) and relative commodity prices (βπD), where the expected spot price for
the discount bond becomes

(6.22)E D D i i i i i i iT M MD i iD0 0 1 1 11( ) [ ( ) ( ) (� = + + − + − + −β β π 11 ) ] ,βπD
T

Box 6.3 Prices of share futures: a numerical example

Long-grain brown rice (R) is a storable commodity that is harvested twice a year on Equatorial
Island – once in March and then again in September. It is stored by traders at each harvest and
then released to the market before the next harvest. Traders incur wastage and other storage
costs with a present value of 0QRT = $0.10 per kilo of rice, while consumption demand for rice
and the annual risk-free interest rate (of 6 per cent) are constant over time. When the current
price of long-grain brown rice is pR0 = $1.20 per kilo, then, in the absence of a convenience yield,
the price of a futures contract that promises to deliver 1 kg in 3 months’ time (with T = 0.25), is

If storage provides retail outlets with a convenience yield of 0YRT = $0.05 per kilo of rice in
present value terms, the futures price falls to

In the absence of uncertainty, arbitrage equates the expected spot price to the futures price, with
If traders can make profits by going short in (selling)

rice futures and long in (buying) rice, while the reverse applies when 0FRT <E0( p̃RD). However,
commodity futures also allow producers to transfer risk to speculators when rice price variabil-
ity cannot be costlessly diversified from their income. In these circumstances the futures price
sells at a discount to compensate speculators for bearing the risk. Suppose the ICAPM holds
with two risk factors – one to isolate consumption risk in the return on the market portfolio
(M), and the other interest rate risk (i) that isolates changes in consumption risk over time. If
the risk premiums for the these factors are and , and the beta coeffi-
cients for the return generated by holding rice are βMR = 1.2 and βiR = 0.4, the expected spot
price at settlement date T is

which is 2 cents (1.6 per cent) lower than the futures price above.
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with i1 being the interest rate in the first period and βMD the aggregate consumption risk in
the return to the market portfolio (M) which every investor holds in the ICAPM. The three
beta coefficients isolate aggregate consumption risk in the expected return on the bond, and
they are each multiplied by a risk premium that is determined by computing the expected
returns on their mimicking factor portfolios.11

Based on the expectations hypothesis, the forward price of the bond should be less than
or equal to its expected spot price at settlement. There is normal backwardation, with

, when changes in short-term interest rates and relative commodity prices
both add a risk premium to the yield on a long-term bond, with βiD > 0 and βπD > 0. However,
it is possible that when the bond provides a hedge against aggregate con-
sumption risk, with βiD < 0 and βπD < 0.

All these pricing relationships are obtained in a competitive capital market where the no
arbitrage condition holds. When the futures price is higher than the expected spot price of
the underlying asset at settlement there are arbitrage profits from going long in the futures
contract and short in the asset, while the reverse applies when the contract price is lower.
By taking equal and opposite positions in the share and the futures contract, the portfolio
is risk-free.

6.2.2 Empirical evidence on the relationship between futures and
expected spot prices

Houthakker (1968), Cootner (1960) and Bodie and Rozansky (1980) find evidence to sup-
port normal backwardation, while Telser (1981), Gray (1961), Rockwell (1967) and
Dusak (1973) find that futures prices are unbiased predictors of spot prices without any
risk premium. Despite their different findings on normal backwardation, Bodie and
Rosansky (1980) and Dusak (1973) find the CAPM does poorly at explaining commod-
ity returns because commodity prices are negatively correlated with inflation while stock
returns are positively correlated with it. Fama and French (1987) find marginal evidence
of a risk premium in futures prices when commodity contracts are bundled into portfolios,
as well as a convenience yield in the prices of some commodity futures, which both
appear to vary over time. In that case the risk premium should be measured using the
ICAPM or APT, both of which allow aggregate consumption risk to change over time.
Fama and French also find evidence that futures prices are good predictors of expected
spot price when commodities are stored at relatively low cost. Any demand and supply
shocks are transferred into prices across time periods in these circumstances. Roll (1984)
examined frozen orange juice futures where most of the variation in price is explained 
by changes in weather, and found futures prices predicted the weather better than did the
US National Weather Service.

In summary, there is mixed evidence on normal backwardation in futures prices, and
when there is a risk premium it appears to vary over time. Also, futures prices are good pre-
dictors of expected spot prices when storage costs are low.

Problems

1 Options contracts are actively traded derivative securities. Examine the factors that
determine the value of a European put option written on an individual share at time (t)
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prior to its expiration date (T). Compare its value at t < T to its value at T for each pos-
sible share price. Consider how the value of the option at t < T is affected by increases
in the variance in the share price, the expiration date, the interest rate and the exercise
price. Identify reasons why investors would purchase put options on shares.

2 European call options trade on shares in Linklock Roofing Pty Ltd. These shares have a
current price of $1.05 and pay no dividends over the life of the option.

i Calculate the current value of a call option on a Linklock share when there is a stan-
dard deviation of 30 per cent in the share price on the expiration date in 
6 months’ time. The exercise price at that time is $1.00 and the annual risk-free inter-
est rate is 5 per cent.

ii Identify the number of call options that must be combined with each Linklock share
in a risk-free hedge portfolio.

iii Recalculate the option value in part (i) above when:

a the maturity date is increased to 1 year;
b the standard deviation in the share price at maturity rises to 45 per cent;
c the interest rate rises to 8 per cent;
d the current share price falls to $1.00;
e the current share price rises to $1.10.

Explain the reasons for the changes in the option value in each of these cases.

3 Compute the current value of a European put option on a Fleetline share that pays
no dividends over the life of the option contract when the vector of Arrow prices for
the five possible states of nature, is ϕ: = {0.18, 0.08, 0.35, 0.10, 0.25}. The option
has an exercise price of $2.50 at the expiration date when the state-contingent share
prices are:

State Share price at the expiration date ($)

1 2.8
2 2.5
3 3.4
4 1.2
5 2.3
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A significant proportion of capital investment is financed through security sales. While con-
sumers borrow funds to purchase homes, cars and other capital assets, most private invest-
ment is undertaken by corporate firms who sell a range of securities that are classified in
general terms as debt and equity instruments. Many of these securities are purchased by
large institutional investors, such as insurance companies and mutual funds, who convert
them into derivative securities. As specialist finance institutions they facilitate resource
flows at lower cost, which has the potential to simultaneously raise the expected returns
received by consumers at each level of risk and to reduce the cost of capital for firms financ-
ing risky investments. Consumers bundle securities together into portfolios to determine
their future consumption risk, while institutional investors create derivative securities to sat-
isfy consumer risk preferences and to earn profits from private information about the net
cash flows of firms which are ultimately paid as security returns. By exploiting profitable
opportunities they provide firm managers with a greater incentive to operate in the interest
of their shareholders and bondholders, but these ideals may be compromised when there are
trading costs and asymmetric information.

Before analysing the financial policy choices of firms we summarize the different ways
they can raise funds for investment in Section 7.1. Many of the primary assets they sell are
used by financial institutions to create a vast array of derivative securities that perform a
number of important wealth-creating roles, including the provision of risk-spreading serv-
ices and transfers of information through arbitrage activity. The range of financial deci-
sions made by firms can be separated into the capital structure choice, which determines
the debt–equity mix for a given level of investment, and dividend policy, which determines
how income is distributed to investors as dividends, interest or capital gains. We examine
capital structure choices in Section 7.2 and dividend policy in Section 7.3. In both sections
the analysis starts in a classical finance model where investors with common information
trade in frictionless competitive markets. In this setting the Modigliani–Miller (MM)
financial policy irrelevance theorems hold, so that real equilibrium outcomes in the econ-
omy are independent of the types of financial securities used to fund investment and of
the way securities distribute their income. It provides a simple framework that can be
extended to a more realistic setting in stages to identify the separate factors that determine
the optimal financial policy choices made by consumers and firms. These factors are 
difficult to isolate in a general model where taxes, trading costs and asymmetric informa-
tion are included from the outset. By introducing them one at a time to the classical
finance model we obtain a much clearer understanding of the likely real effects of 
different financial policy choices.
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7.1 How firms finance investment

Most private investment is undertaken by corporate firms who acquire separate legal iden-
tity under corporate law. They are created to exploit, among other things, any economies of
scale from large production runs. As institutions they have no initial wealth of their own, so
they sell financial securities to finance their investment. Firms have three main sources 
of funds: they can sell new shares, including ordinary (or common) shares, preference
shares, publicly listed shares and proprietary shares; retain earnings on existing shares; 
and, sell debt, including short- and long-term, secured and unsecured, debt with fixed and
variable interest rates, accounts payable and bank overdrafts.

In a certainty setting without taxes and transactions costs these sources of finance are per-
fect substitutes and will therefore pay the same rate of return in a competitive capital market.
However, they are not in general perfect substitutes in the presence of risk, taxes and trans-
actions costs. Most new share issues are publicly listed common shares with limited liabil-
ity that trade on stock exchanges. When companies list their shares on a stock exchange they
must fulfil a number of important legal obligations. In particular, they must publish infor-
mation at prescribed times each year and issue a prospectus with new share issues that 
provides important information to investors about the management of the finance and pro-
duction activities of firms. Limited liability shares restrict the legal claims that can be made
against the wealth of shareholders to the value of their invested capital. This is important
because it limits the risk firm managers can impose on shareholders when they have less
information. But limited liability shares force bondholders to bear risk when losses exceed
the capital of shareholders, which is why there are default provisions in corporate law that
allow bondholders to file to have firms declared bankrupt when they cannot make their
interest payments. Once bankruptcy claims are granted administrators are appointed to
restrict the actions of managers.

These important institutional features distinguish debt from equity, particularly in the
presence of uncertainty and asymmetric information. Even though bondholders have prior
claims to the net cash flows of firms, they face default risk when losses exceed the invested
capital of shareholders, while shareholders face risk, which is bounded by limited liability,
because they have a residual claim on the net cash flows. But most shareholders have voting
rights that allow them to influence the investment choices made by firm managers. Indeed,
majority shareholders can take firms over by changing managers, merging them with other
firms, or liquidating them. Another important difference between debt and equity arises
from the different taxes on their returns. For example, share income is taxed twice, while
interest payments on debt are subject only to personal tax under a classical corporate tax
system. Moreover, there are higher personal taxes on cash income paid as dividends and
interest than there are on capital gains in most countries.

We examine the effects of these important institutional features on the financial policy
choices of firms in the following sections.

7.2 Capital structure choice

As owners, shareholders have the ability to affect the way firms operate, but without pro-
viding all the capital, as debt allows them to leverage their control over firms. The factors
that impact on this leverage policy can be isolated by first establishing conditions under
which the Modigliani–Miller leverage irrelevance theorem holds. This identifies important



equilibrium forces at work in a frictionless competitive capital market where consumers
have common information. In particular, it emphasizes the role of arbitrage that equates the
expected returns to securities in the same risk class. In this setting leverage policy is irrele-
vant to the market value of firms. By extending the analysis to accommodate taxes and
asymmetric information, it is possible to identify circumstances where changes in leverage
have real effects.

When Modigliani and Miller (1958) proved their irrelevance theorems they did not
explicitly identify the need for common information. Indeed, it was implicit in much of the
analysis of financial policy at that time. More recently, however, greater emphasis has been
placed on the role of asymmetric information. If investors have less information than man-
agers about the net cash flows of firms, their financial structure choices can have real effects
by signalling new information, or by changing the incentives facing managers and the deci-
sions they make. In these circumstances leverage policy can change the cost of capital and
affect a firm’s market valuation.

Modigliani and Miller (1963) extended their earlier analysis by including a classical cor-
porate tax. Since it falls on income paid to shareholders by making interest payments tax-
deductible expenses, it drives equity out of the corporate capital market in a classical
finance model without leverage–related costs. In a competitive capital market all corporate
income is paid to consumers through the lowest tax channel as interest. Thus, no tax revenue
is raised by the corporate tax as firms issue only debt in these circumstances. Clearly, other
factors must offset this tax advantage of debt to explain the significant amount of equity
that trades in most capital markets. Prior to the irrelevance theorems of Modigliani and
Miller (1958, 1961) the finance literature examined the role of leverage-related costs, and,
in particular, that of default costs, in determining the optimal debt–equity choices of firms.
As they increase leverage there is a greater probability of defaulting on interest payments
when shares have limited liability. And this occurs because there is variability in the firms’
net cash flows which must eventually spill over onto debt at high levels of leverage. When
bondholders know how risky the debt becomes, its price sells at a discount to compensate
them for the default risk, where leverage is irrelevant to the cost of capital and the market
valuation of the firm. But when bondholders have less information than firm managers
about this risk, bond prices may not discount sufficiently to properly compensate them.
Most countries write bankruptcy provisions in their corporate laws as a way to protect
bondholders in these circumstances. The associated default costs are third party claims on
firm net cash flows that reduce the value of the firm to its capital providers. Once marginal
expected default costs offset the interest tax deduction on debt, corporate firms also sell
equity, where an optimal capital structure trades off marginal leverage-related costs against
the interest tax deductions.

Clearly, bankruptcy costs rely on asymmetric information, but that was not recognized
explicitly until the more recent literature identified other forms of leverage-related costs. Most
studies examine the role of agency costs when firm financial policy alters the incentives facing
capital providers and firm managers in an asymmetric information setting. For example, there
can be principal–agent problems when it is costly for bondholders and shareholders to 
monitor the actions of firm managers, where higher leverage increases interest payments and
reduces the free cash flows that can be used by managers for private gain. Harris and Raviv
(1991) provide a comprehensive summary of the agency costs that change with leverage.

Lost corporate tax shields are another source of leverage-related costs, but they can arise
in a common information setting. In most countries profits and losses are not treated sym-
metrically by the classical corporate tax, which taxes profits without making tax refunds 
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on losses. Tax losses occur when tax-deductible expenses, including interest and deprecia-
tion, exceed the net cash flows. When firms cannot sell their tax losses to other firms or
carry them forward at interest, they lose the real value of their tax deductions. And since tax
losses occur when firms default, the expected value of these lost corporate tax shields rises
with leverage.

Earlier empirical work by Warner (1977) and Altman (1984) showed that the default
costs were considerably less than the interest tax deductions on debt. This led people to
seek other explanations for use of equity in the presence of a classical corporate tax. Miller
(1977) likened them to the rabbit in a horse and rabbit stew, and responded by including
personal taxes on security returns. Prior studies focused on factors affecting firms and
ignored those affecting investors – in particular, the role of personal taxes. This is probably
because they (perhaps implicitly) adopted a partial equilibrium analysis to examine the
financial decisions made by firms. Miller recognized the importance of including demand-
side factors and exploited two important features of personal tax codes to explain the pres-
ence of equity: first, marginal cash tax rates are progressive where different consumers
have different tax rates on security returns; and second, taxes on capital gains are lower
than taxes on cash income. Thus, it is possible for high-tax consumers (with cash tax rates
above the corporate rate) to prefer equity that pays capital gains, even though they are taxed
twice, once at the corporate rate and then again at the personal tax rate. Since low-tax
investors must have a tax preference for debt both securities trade in the Miller equilibrium,
where investors form strict tax clienteles. When both securities trade leverage irrelevance
holds for individual firms in this setting. The analysis is general enough to accommodate
uncertainty because there is common information and no trading costs in a competitive
capital market.

Subsequent empirical studies by Graham (2000) and Molina (2005) find evidence of
larger expected default costs when indirect bankruptcy costs are also taken into account.
They use information provided by debt rating agencies to get estimates of the default prob-
abilities which they apply to their estimates of the costs of default.

In the following subsections we examine the important role of taxes and risk in firm
capital structure choices, starting with the results obtained by Modigliani and Miller.

7.2.1 Certainty with no taxes

We begin by proving the Modigliani–Miller leverage policy irrelevance theorem in a cer-
tainty setting without taxes. While the outcome is fairly obvious in this setting, the analysis
provides an ideal opportunity to establish a simple methodology for analysing more compli-
cated cases in following sections. As a way to identify the factors impacting on equilibrium
outcomes we obtain separate relationships between security returns that would make con-
sumers and firms indifferent to debt and equity. (These are the demand and supply condi-
tions, respectively, discussed below.) Much of the early analysis in corporate finance
focused on factors affecting firms without explicitly recognizing the important role of fac-
tors affecting consumers. And this is especially important when taxes are included in the
analysis. The approach we use is formalized by the demand and supply conditions, as well
as the equilibrium condition, which identifies the relationship between the market returns to
debt and equity in a competitive capital market equilibrium.

The two-period certainty model of an asset economy in Section 2.2.5 is extended here by
allowing consumers and firms to trade two risk-free securities, debt (B) and equity (E),
where the current market value of the portfolio held by each consumer (h) is paB ah

B + paE ah
E,
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with payouts of ah
B paB (l + iB)+ a h

E paE (1 + iE) in the second period. Thus, their optimal 
security trades satisfy

(1 + ik ) ≤ 1, k = B, E,1 (7.1)

where is the primitive (Arrow) price of security that pays one dollar in the second period;
it is the discount factor used by the consumer to compute the current value of income in the
second period.2

Proposition (Demand condition). Consumers are indifferent to debt and equity in a certainty
setting without taxes, when the securities pay the same return, with:

iB = iE.3 (7.2)

Proof. In a competitive equilibrium without taxes, transactions cost or borrowing constraints,
consumers trade both securities until, using (7.1), we have

(1 + iB) = (1 + iE ).

Whenever iB ≠ iE they will hold the security paying the highest return, preferring debt 
if iB > iE and equity if iB < iE. This arbitrage activity, which Modigliani and Miller refer 
to as homemade leverage, leads to (7.2).

�

ϕ1
hϕ1

h

ϕ1
h

ϕ1
h

Box 7.1 Debt–equity ratios by sector

As a way to illustrate the financial structure choices of firms we report the debt–equity (B/E)
ratios for publicly listed companies on the Australian Securities Exchange in 15 sectors of the
economy. There is no debt issued in the energy sector, while transportation has the highest ratio
at 60.7 per cent.

No. Sector B/E(%)

1 Capital goods 34.1
2 Commercial services and supplies 28.4
3 Consumer durables and apparel 43.6
4 Consumer services 32.5
5 Energy 0
6 Food and staples retailing 60
7 Food, beverages and tobacco 49.4
8 Health care & equipment services 6.9
9 Materials 0

10 Media 22.7
11 Retailing 35.6
12 Software and services 1.4
13 Technology hardware and equipment 0
14 Telecommunications services 5.8
15 Transportation 60.7

Market 37.2

Source: Based on financial data reported by Aspect Financial Analysis on 17 May 2007. This database
is produced by Aspect Huntley Pty Ltd.



In a certainty setting where the Fisher separation theorem holds, firms maximize profit
by choosing a portfolio of securities to minimize their cost of capital and a level of invest-
ment (Z0) to maximize their current market value, with

(7.3)V
Y Z

b i biE B
0

1 0 4

1 1
=

+ − +
( )

( )
,

Box 7.2 A geometric analysis of the demand condition

Useful insights can be obtained from a geometric analysis of the demand condition for an indi-
vidual consumer whose optimal debt–equity choice is illustrated in the diagram below where
the budget line (Mh) maps the largest combinations of debt and equity that can be traded from
income transferred between the two periods. A saver chooses current consumption and then
purchases a portfolio of securities from remaining current income, while a borrower sells secu-
rities to transfer future income to the current period. The slope of the budget line is determined
by the relative cost of debt (−paB/paE), and is constant for a price-taker. The indifference sched-
ules (vh), which are illustrated as dashed lines, isolate the bundles of debt and equity that pro-
vide the consumer with same utility, and are defined for optimally chosen consumption
expenditure in each period. Thus, we are looking at the security trades with all other things held
constant. Since consumers derive utility from consuming payouts to securities, the slopes of the
indifference schedules are determined by the relative payout to debt (−(1 + iB)paB/(1 + iE)paE),
and are linear because the two securities are equally risky and the consumer is a price-taker.
When the demand condition (DC) holds, the indifference schedules have the same slope as 
the budget Mh. Since iB = iE they are willing to hold any of the bundles along indifference sched-
ule .

Whenever the indifference schedules and budget line have different slopes the consumer has
unbounded demands for the security paying the highest return. For example, when the indiffer-
ence schedule is flatter than the budget line (with iB < iE) the consumer has an infinite demand
for equity funded by selling debt. The reverse applies when the indifference schedule is steeper.
Thus, the consumer is willing to buy or sell both securities when the indifference schedules

have the same slope as the budget constraint as confirmation of the demand condition
(DC) in (7.2).
( )vDC

h

Mh

Slope=
PaB

PaE

ah
E
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B

vh
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−
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where Y1(Z0) is the market value of the net cash flows, b the portion of capital (V0) financed
with debt, and 1 − b the remaining portion financed with equity. When debt and equity are
optimally traded by each firm ( j), they satisfy

(1 + ik ) £ 1,   for k ∈B, E, (7.4)

where ϕ j is the price of a primitive (Arrow) security that pays one dollar in the second
period; it is the discount factor used by firms to value their future net cash flows.

Proposition (Supply condition). Firms are indifferent to debt and equity in a certainty 
setting without taxes, when each security has the same marginal cost, with:

iB = iE. (7.5)

Proof. In a competitive equilibrium without taxes, transactions cost or borrowing constraints,
firms trade both securities until, using (7.4), we have

(1 + iB) = (1 + iE).

Whenever iB > iE firms can reduce the cost of capital and increase their value by selling only
equity. Indeed, they can make arbitrage profits by selling more equity than they need to finance
their production investment by using it to purchase debt, while the reverse applies when iB < iE.5

This arbitrage activity in a frictionless competitive capital market leads to (7.5). �

Proposition (Equilibrium condition). In a frictionless competitive equilibrium consumers
and firms are indifferent to debt and equity, with

iB = iE, (7.6)

and they have same discount factors, with = = ϕ1 for all h, j.

Proof. In a competitive equilibrium without taxes, transactions costs or borrowing con-
straints the two securities must pay the same rates of return to eliminate arbitrage profits and
bound the equilibrium demands and supplies. Consumers purchase only debt and firms
supply only equity whenever iB > iE, while the reverse applies when iB > iE. Once the equi-
librium condition in (7.6) holds firms cannot make profits, and consumers cannot increase
their utility, by changing their debt–equity choice. Since (7.2) and (7.5) both hold, we have
from (7.1) and (7.4), that

ϕ1 (1 + iB) = ϕ1 (1 + iE ) ∀h, j.

Thus, consumers and firms use the same discount factors to value capital assets. �

The Modigliani–Miller (MM) leverage policy irrelevance theorem is a direct implication
of (7.6). Since debt and equity are perfect substitutes for consumers and firms, the aggre-
gate debt–equity mix is irrelevant. At the firm level, changes in leverage have no impact on
their market valuation, where from (7.3) we have
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At the aggregate level the debt–equity mix is irrelevant to consumers because the securities
are perfect substitutes. Indeed, there are no risk benefits from bundling them together as
both produce the same future consumption flows.

As noted earlier, MM leverage irrelevance is straightforward in a certainty setting with-
out taxes. There is really no need to have more than one security in this setting because there
is no risk to diversify or taxes and other leverage related costs to minimize. But it is useful
to demonstrate the leverage irrelevance theorem in these circumstances because it empha-
sizes the way arbitrage activity drives the equilibrium relationship between security returns
with the same risk. Arbitrage is crucial in all the MM financial policy irrelevance theorems.
Indeed, it is important in all the equilibrium asset pricing models we examined earlier in
Chapter 4. In following subsections the leverage irrelevance theorem can hold for individ-
ual firms but not in aggregate when risk and taxes are introduced.

Box 7.3 A geometric analysis of the supply condition

The supply condition for each firm j is illustrated in the diagram below where the asset pro-
duction frontier Rj Rj isolates the bundles of debt and equity the firm can supply, while the iso-
profit lines (ηj) are the bundles of debt and equity that provide the same profit. Asset supplies 
are ultimately constrained by the discounted value of the firm’s net cash flows where the
most debt it can issue is , and the most equity . 
The slope of the asset prodution frontier is the marginal cost of raising leverage, with

and it is constant for price-taking firms. The iso-profit schedules are
also linear for the same reason, and their slope measures the net marginal revenue from raising
leverage (−paB/paE) for a given level of investment. If they are steeper than the asset production
frontier (with iB < iE) firms supply only debt, while the reverse applies when the iso-profit lines
are flatter (with iB > iE). Indeed, firms have unbounded demands for the security paying the
highest return because they can use the proceeds to sell the security with lowest return and
make profits from arbitrage. These profits are eliminated when the securities pay the same rate
of return (with iB = iE) because the iso-profit lines satisfy the supply condition (SC) and
have the same slope as the asset production frontier.
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7.2.2 Uncertainty with common information and no taxes

Modigliani and Miller proved their irrelevance theorems in an uncertainty setting where
traders have common information. Even though they placed little emphasis on the role of
common information in their analysis, its importance has since been recognized. We 
initially demonstrate leverage irrelevance in an economy without taxes by using the 
CAPM pricing equation, and later generalize it in the Arrow–Debreu model outlined in
Section 3.1.3.

Since investors have homogeneous expectations and trade in a frictionless competitive
capital market in the CAPM, leverage simply redistributes given project risk between 
shareholders and bondholders without affecting the value of the firm. Investors know what
the firm’s project risk is, and how it is distributed by leverage policy between debt 
and equity, where changes in their expected security returns must reflect changes in risk
bearing without altering the total risk premium firms pay. This also applies in the more 
general Arrow–Debreu state-preference model as the key requirements for leverage policy

Box 7.4 Modigliani–Miller leverage irrelevance: a geometric analysis

It is possible to demonstrate MM leverage irrelevance by using the diagrams in Boxes 7.2 and 7.3
above. Since all firms face the same security prices and returns, we obtain the aggregate produc-
tion frontier by summing the discounted value of their net cash flows. It is the line labelled RR in
the diagram below where security trades are aggregated over firms, with for 
All the bundles of securities along this frontier exhaust the net cash flows of firms. As consumers
also face the same security prices and returns they have indifference schedules with the same
slope, and we obtain aggregate indifference schedules (v) by summing the utilities they derive
from the aggregate debt–equity bundles supplied by firms. Since firms pay out all their net cash
flows the aggregate production frontier is also the aggregate budget constraint for consumers.

In a competitive equilibrium when the no arbitrage condition in (7.6) holds the aggregate 
indifference schedule lies (vDC) along the aggregate production frontier. As a consequence, 
consumers get the same utility from every bundle of debt and equity along RR, which means
the aggregate debt–equity ratio is irrelevant to them.
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irrelevance are competition, no trading costs and common information. In this setting all
profits are eliminated from expected security returns by arbitrage where they can only differ
by the amount of project risk in them. Thus, changes in capital structure have no real effects
on consumers because they do not alter their consumption opportunities. The analysis in the
Arrow–Debreu economy is more general than the CAPM because no restrictions are placed
on the distributions of security returns, or on the preferences and wealth of consumers.
Instead, it identifies circumstances where the risk-spreading opportunities available to 
consumers are unaffected by the leverage policy choices of firms.

Leverage irrelevance using the CAPM

The security market line in the CAPM is an equilibrium asset pricing equation that 
combines the demand and supply conditions. Thus, it can be used to compute the market
value of firms in (7.3) when they have random net cash flows, with where

is the user cost of capital.6 Now the returns to debt and equity can be
different due to the non-diversifiable (project) risk in the net cash flows. To provide a bench-
mark for determining how asset values are affected by changes in leverage, consider the
unlevered firm (U) which has an expected user cost of capital of , where the
expected return on its equity, using the CAPM, is

(7.8)

with being the market risk in each dollar of equity
capital. Since shareholders bear all the project risk (βY) in the firm, we can decompose the
beta coefficient for equity as

(7.9)

where and VU is the current market value of the firm.7 Thus, the
beta coefficient for unlevered equity is the market risk in the net cash flows (which is
referred to here as project risk) per dollar of capital invested in the firm. Substituting the
beta coefficient in (7.9) into (7.8), and applying the expectations operator to the market
value of the unlevered firm, we have

(7.10)

This is the certainty-equivalent value of the firm, where the risk-adjusted expected 
net cash flows are discounted by the risk-free user cost of capital. The risk 

premium is compensation the firm must pay to risk-averse shareholders for 
bearing its project risk.

Now suppose the firm finances investment by selling risk-free debt and equity, where 
the expected user cost of capital for the levered firm (L) becomes .c bi b iL EL
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When bondholders bear no project risk they are paid a risk-free return that cannot be
affected by price-taking firms. However, the expected return on equity will change with
leverage now because shareholders are bearing all the project risk. By using the CAPM we
can write the firms expected user cost of capital as , where the beta coef-
ficient for each dollar of equity is

(7.11)

with VL being the current market value of the levered firm, and (1 − b)VL = EL the current
market value of its levered equity. When (7.11) is substituted into the expected user cost of
capital we find the value of the levered firm is the same as the value of the unlevered firm
in (7.10), with VL = VU. Thus, the market value of the firm is independent of leverage, even
though debt pays a lower expected return, with . To see why, consider how the
expected user cost of capital changes when leverage is raised marginally, where
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Box 7.5 The market value of an all-equity firm: a numerical example

Duraware Pty Ltd is a publicly listed company that produces sports clothing. It has no debt and
the current market value of its shares is $1.64 million. In 12 months’ time Duraware is expected
to have net cash flows of $1.68 million, so its expected user cost of capital solves 

as If the net cash flows have a covariance with the return on the
market portfolio of 12 per cent, when the variance in the return on the market portfolio is 
9 per cent, the firm’s project risk is Using the
CAPM with a risk-free interest rate of 5 per cent, the risk premium in the expected return on equity
(of 8 per cent) can be decomposed as

where the beta coefficient is This allows us to write the current value of
the firm as

Rearranging terms, we have

with being the total risk premium paid to shareholders.
Thus, the firm has risk-adjusted net cash flows of $1.86m − $0.133m = $1.73m.
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The lower return on debt reduces the cost of capital by , and it is offset by the increase
in the expected return on each dollar of remaining equity due to the increase in its beta 
coefficient in (7.11) as (1 - b)VL falls. As confirmation of this result, Modigliani and Miller
derive a linear relationship between the return on levered and unlevered equity by noting
that

Rearranging terms, we have

(7.13)

where the change in the return on levered equity becomes

(7.14)

Substituting (7.14) into (7.12), and using (7.13), we find that 
This derivation of MM leverage irrelevance makes the implicit assumption that there is no

restriction on the amount of project risk that shareholders can be asked to bear when debt is risk-
free. Thus, at high levels of leverage firms may need to collect additional funds from sharehold-
ers to pay a risk-free return to bondholders in bad states with low net cash flows. In practice,
however, most shares have limited liability which restricts shareholder losses to the value of
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Box 7.6 Leverage policy with risk-free debt: a numerical example

Suppose the unlevered company Duraware in Box 7.5 issues risk-free debt and retires equity
without changing total investment. When the debt constitutes 75 per cent of the firm’s current
market value (VL = $1.64m), more risk is transferred to each dollar of equity, with

where the risk premium in the expected return to equity must rise by 400 per cent to
. But the higher expected return to equity of 37 per cent does

not raise the expected user cost of capital due to the lower cost of the risk-free debt, with

Thus, the market value of the firm is unchanged at $1.64m.
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their invested capital. Whenever the losses are greater than this some of the project risk is trans-
ferred to bondholders. In practice, a number of institutional arrangements have been adopted to
protect bondholders from bearing more risk than they know about, including bankruptcy provi-
sions, reporting requirements, and inviting large bondholders onto company boards.

But in a common information setting where shareholders and bondholders know how
much project risk there is and who bears it, changes in leverage simply redistribute it
between them without altering the aggregate risk premium firms must pay to the capital
market. This is confirmed by noting that the expected user cost of capital with risky debt
and equity becomes , where the respective beta coefficients are

(7.15)

with µ being the share of project risk borne by bondholders, and 1 − µ the share of project
risk borne by shareholders. Default occurs when firms cannot meet their interest commit-
ments, where the expected return on debt must rise to compensate bondholders for bearing
project risk. But this shifts project risk from shareholders without changing the total risk
premium paid by firms, with

By using the CAPM to solve the expected returns to debt and equity with the beta coeffi-
cients in (7.15) we obtain the value of the firm in (7.10), which is independent of b. Thus,
leverage irrelevance holds with risky debt and equity in a common information setting.

Now a marginal increase in leverage can raise or lower the expected return on equity
because there are two competing effects on its beta coefficient when debt is risky – the value
of equity capital (1 − b)VL and the amount of project risk borne by shareholders (1 − µ)βY in
(7.15) both fall. If debt is less risky at the margin the equity beta coefficient rises without
changing the expected user cost of capital as the higher expected return on equity offsets the
cost saving from issuing less costly debt (with . But when the extra debt is more
risky at the margin, higher leverage reduces the expected return on equity by lowering its
beta coefficient, and this offsets the cost premium on the extra debt issued ( ). While
firms normally issue debt that is less risky than their equity, that is not always the case.
Indeed, during the 1980s a number of firms funded large takeover bids using junk bonds
which were riskier than their equity.

One advantage of using the CAPM to demonstrate leverage irrelevance is that it allows
us to compute expected returns to debt and equity, and to demonstrate why the user cost of
capital is unaffected by changes in capital structure. In this setting all traders measure and
price market risk in the same way and they know who bears the project risk. All that lever-
age policy does is redistribute unchanged project risk between shareholders and bondhold-
ers. But the requirements for the CAPM to hold are more restrictive than the requirements
for leverage irrelevance. It only requires common information in a frictionless competitive
capital market. When Modigliani and Miller proved this theorem they emphasized the role
of homemade leverage as a way for consumers to undo changes in capital structure by firms.
This rebundling activity by consumers can be demonstrated much more clearly using the
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state-preference model of Arrow and Debreu in Section 3.4, which is more general than the
CAPM.

Leverage irrelevance in the Arrow–Debreu economy

In a frictionless competitive capital market each traded security can be priced using the
Arrow–Debreu model in (3.11) as

(7.16)

Since all consumers and firms face the same payout to each security k in each state s, 
with they use the same discount factors to com-
pute the security prices. We follow conventional analysis and divide securities into one of
two types – debt (B) and equity (E) – which traders can use to create a full set (K) of prim-
itive (Arrow) securities. As noted above, there is no obvious way to distinguish between debt
and equity in this common information setting without taxes. The standard approach is to
give debt a prior claim on the net cash flows and equity the residual claim. But once
investors know how risky the net cash flows are and how the risk is divided between debt
and equity, a prior claim provides no real advantage to bondholders as they are compensated
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Box 7.7 Leverage policy with risky debt: a numerical example

If we let the debt issued by Duraware in Box 7.6 bear 25 per cent of the project risk its beta
coefficient becomes

This introduces a risk premium of (iM −i) βB = 0.10 × 0.27 ª 0.03 to the expected return on debt,
which rises to 8 per cent. Since shareholders bear less project risk the beta coefficient on equity
falls from 3.24 to

where the low-risk premium on equity of reduces its expected 
return by 3 percentage points to 29 per cent. Since Duraware still pays the same total risk 
premium of

it has the same expected user cost of capital, with

As a consequence, Duraware’s market value is unchanged at $1.64m.
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with the appropriate risk premium. Indeed, with limited liability, debt can be more risky than
equity at high enough levels of leverage.

In a complete capital market where traders can create a full set of primitive securities arbi-
trage equates the rates of return on payouts in each state, with When firms
increase leverage, with investment held constant, they are transferring a given set of risky
net cash flows to investors with debt instead of equity, where by the law of one price we have
from (7.16) that

(7.17)

It is important to emphasize that this relationship is derived for substitutions between
equally risky debt and equity instruments. Whenever firms increase leverage, holding
investment constant, the state-contingent payouts they make on the extra debt must come
from payouts formerly made to equity. In other words, a change in leverage represents a 
constant risk rebundling of debt and equity securities. An example of this in a three-state
world is

where the extra unit of risk-free debt (F) replaces two risky shares (E1 and E2). Clearly, the
equilibrium condition does require every security to pay out in the same
state. Indeed, individual debt and equity securities can pay in different states, but when they
do make payouts in the same state they must pay the same rate of return. There is no opti-
mal capital structure for individual firms or the aggregate economy in the Arrow–Debreu
economy with common information. This is confirmed by writing the current market value
of the firm as

(7.18)

When the no arbitrage condition holds in a complete capital market with common infor-
mation, we have where the value of the firm is independent of b. Thus, 
MM leverage irrelevance holds in the Arrow–Debreu economy.

There are a number of important ways to extend the models we have used to demonstrate
leverage irrelevance. Taxes and leverage related costs are introduced next.

7.2.3 Corporate and personal taxes, leverage-related costs 
and the Miller equilibrium

One important difference between debt and equity results from the way they are taxed.
Under a classical corporate tax system equity income of corporate firms is taxed twice, once
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inside the firm at the corporate tax rate and then again at the personal rates of shareholders,
while interest income is taxed once at the personal level. Modigliani and Miller (1963)
extended their financial policy irrelevance theorems by including a classical corporate tax.
As noted in the introduction to this chapter, personal taxes were not included because their
analysis focused on factors directly impacting on firms. We isolate the role of investor tax
preferences on security trades by using a certainty analysis, and then include uncertainty to
account for the role of risk preferences.

The classical corporate tax discriminates against equity as capital gains are not taxed 
at the personal level until they are realized by investors. It is not, in general, feasible to tax
capital gains as they accrue to investors because they are difficult to calculate. Often there
are no markets where changes in the values of their assets can be objectively determined, so
they are taxed at realization rather than as they accrue. This gives shareholders an incentive

Box 7.8 Leverage irrelevance in the Arrow–Debreu economy: a geometric analysis

Equilibrium outcomes in the Arrow–Debreu economy with complete capital markets are equiv-
alent to a certainty analysis. All agents have certain real income and can choose their consump-
tion bundles in each state of the world, and the only uncertainty is over the state that actually
eventuates. For that reason, we can use the same certainty analysis as in Box 7.4 to illustrate
the capital market equilibrium under uncertainty. In the diagram below the aggregate produc-
tion possibility frontier is linear because all the debt–equity bundles along RR make payouts
from the same aggregate state-contingent net cash flows of firms. When the capital market is
complete consumers can trade in every state, and constant risk debt–equity substitutions along
RR are irrelevant to them when the demand condition holds, with Since these
debt–equity bundles are perfect substitutes, both in terms of risk and state-contingent returns,
consumers have linear indifference schedules (vDC) with the same slope as the aggregate pro-
duction possibility frontier. For that reason the aggregate debt–equity ratio is irrelevant to them,
and the market valuations of individual firms are unaffected by their debt–equity choices. Thus,
MM leverage irrelevance holds for the aggregate capital market and for individual firms.
Suppose, for example, that one or more firms raise their leverage and move the aggregate
debt–equity mix from point A to point D along RR in the diagram. Then consumers simply
adjust their portfolios to preserve their preferred real consumption in each state of nature without
any change in their utility.
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to delay realizing their capital gains to reduce the present value of their tax liabilities. 
In response, most governments levy a corporate tax on equity income when it accrues (on
an annual or semi-annual basis) inside corporate firms. Income on unincorporated firms,
such as partnerships and sole owners, is only subject to personal tax on the grounds that it
is mostly realized in lieu of wages and salaries.

Just classical corporate tax

In a certainty setting the classical corporate tax (tc) leads to an all-debt equilibrium. We can
demonstrate this using the conditions for optimally traded debt and equity by corporate
firms, with9

(7.19)

Since interest and the repayment of capital (V0) are deductible expenses the tax falls solely
on equity income.10 By using these conditions we find that firms are indifferent to debt and
equity when the supply condition is

iB(1 − tC ) = iE. (7.20)

Due to the absence of personal taxes the demand condition in (7.3) will also apply in this set-
ting, with iB = iE. Since these conditions cannot hold simultaneously there is no equilibrium
condition where debt and equity will both trade. If the supply condition holds consumers will
only purchase debt as iB > iE, while firms will only supply debt when the demand condition
holds as iB(1 − tC) < iE. Thus, there is an all-debt equilibrium where all corporate income is
transferred to consumers as interest payments which are not subject to corporate tax. Indeed,
whenever firms pay income as dividends or capital gains on shares, consumers have lower
future consumption due to the transfer of resources to the government as tax revenue.11

Clearly, MM leverage irrelevance fails in these circumstances. This is confirmed by using
the payout constraint for profit-maximizing corporate firms in the presence of the corporate
tax to write their current market value as

(7.21)

With b = 1 the value of the firm becomes V0 = Y1/(1 + iB), which is independent of the cor-
porate tax. Notice how interest and the repayment of capital attract implicit tax refunds in
(7.21). Since they shield the net cash flows from tax they are frequently referred to as cor-
porate tax shields, which in total are equal to bV0 (1 + iB) + (1 − b)V0.

The all-debt equilibrium also arises in an uncertainty setting with common information
when consumers can satisfy their risk preferences by just holding debt. To do so they need
access to a full set of debt securities so they can trade in every set of nature. In the
Arrow–Debreu economy with a complete capital market for firms and consumers, the
demand condition is while the supply condition is 
Once again, they cannot hold simultaneously and the equilibrium outcome is all debt. Risk
preferences play a role when consumers need to bundle debt and equity together to trade
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across states of nature, and that happens when trading costs make it too costly for firms to
create a full set of debt securities. In a frictionless setting, however, competition provides
firms with the necessary incentive to create these securities.

At this point it is important to stress that the analysis in this section is not meant to be a
realistic description of the capital market. Rather, it provides a very clear demonstration of
the way that corporate tax discriminates against debt in favour of equity. In practice, there are
a number of other factors that impact on the debt–equity choices of firms and consumers. 
At the time Modigliani and Miller presented their irrelevance theorems the conventional
analysis obtained optimal debt–equity choices by including leverage-related costs with the
corporate tax. We now examine these costs before summarizing the empirical evidence on
their role.

Leverage-related costs

There are a number of reasons why firms incur leverage-related costs that impose third party
claims on their net cash flows. These are claims by agents other than bondholders, shareholders

Box 7.9 The capital market with a classical corporate tax: a geometric analysis

The impact of the corporate tax on the debt–equity choice is illustrated in the capital market
diagram below. By taxing the income paid to shareholders it reduces the net cash flows that
firms can distribute to them, where the equity intercept of the aggregate asset production 
frontier contracts from âE to as it rotates downwards around âB to RCRC. This makes its
slope flatter than the indifference schedules, where, in a competitive equilibrium, consumer
utility is maximized by the all-debt outcome at âB.

Since tax revenue is returned to consumers as lump-sum transfers the new debt–equity bundle
on the asset frontier RCRC must also lie on the pre-tax frontier RR when there is no change in
intertemporal consumption. Consumers have the same initial resources but are facing distorted
security prices. If current consumption rises the new debt–equity bundle will lie inside RR,
while the reverse applies when current consumption falls. As no tax revenue is raised in the all-
debt equilibrium consumers have the same real income. And with unchanged intertemporal
consumption the new asset frontier RCRC cuts the pre-tax frontier RR at âB.
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and the government. Equity is supplied when marginal leverage-related costs offset the
interest tax shield before reaching an all-debt equilibrium. Most early studies focus on bank-
ruptcy costs, but there are also lost corporate tax shields and agency costs. Bankruptcy and
agency costs both require asymmetric information, while lost corporate tax shields do not.
Each of them is now considered in turn, beginning with bankruptcy costs.

When firms issue limited liability shares, their debt eventually becomes risky at high levels
of leverage. Default occurs whenever their net cash flows fall below the risk-free interest pay-
ments on their debt. As leverage rises, the probability of default eventually becomes positive
and increases. However, in a common information setting there are no default costs because
bondholders know ex ante how much project risk they bear and bond prices sell at a discount
to compensate them. They cannot, in these circumstances, make legal claims against firms
when default occurs as they knew about risk at the time they purchased the debt. But with asym-
metric information bondholders may not be aware of the default risk when they purchase debt.
Once it occurs they can then make claims against firms by applying to have them declared
bankrupt. Provisional administrators are appointed to determine whether the firms should be
reorganized or liquidated. Any associated costs are third party claims on their net cash flows
that reduce the funds available to bondholders and shareholders. Since the probability of default
increases with leverage, expected bankruptcy costs are positively related to leverage.

Firms in non-defaulting states have sufficient net cash flows to meet their interest pay-
ments on debt, with Ys ≥ (1 + iBs) bV0, while in defaulting states they have Ys < (1 + iBs) bV0.
If default costs are incurred in every defaulting state firms have even less to distribute to
bondholders, with Ys –hsV0 < (1 + iBs) bV0, where hs is the default cost per dollar of capital
invested by the firm in defaulting state s.12 The relationship between leverage and default is
illustrated in Figure 7.1, where the net cash flows for a representative firm are mapped over
states of nature. When leverage is set at or below there is no default because the firm can
pay a risk-free return on its debt. At the net cash flows just cover the payouts to bond-
holders and there are no funds available for shareholders. Once leverage rises above , b�

b�
b�

States (s)

Ys
~

Ys
~

~

~

(1+i )bV0 > Ys for b>b

Shareholder losses

(1+i )bV0

Defaulting states

(1+i )bV0

^

^

(1+i )bV0 ≤ Ys for b ≤ b
^

Figure 7.1 Default without leverage-related costs.



however, there are defaulting states where the net cash flows are not large enough to pay a
risk-free return on debt.

In a common information setting bondholders know about the defaulting states and how
much they will lose in them so that bond prices sell at a discount. Thus, there are no
default costs and MM leverage irrelevance holds. However, with asymmetric information
bondholders do not have complete information about the risk firm managers impose on
them, where bankruptcy provisions act as a costly deterrent. This makes more sense in a
multi-period setting where firm managers care about their reputations and want to avoid
presiding over bankrupt firms. Constant default costs are illustrated by the shaded area in
Figure 7.2, where it is assumed the firm is declared insolvent in every defaulting state.

These bankruptcy costs reduce the funds available to bondholders in defaulting states. 
They have an expected value of where hs is the default cost in each state s
per dollar of capital invested in the firm. Since the probability of default rises with leverage,
we have With costly default and the corporate tax we can write the expected user
cost of capital as

(7.22)

where the bankruptcy costs are tax-deductible expenses along with capital and interest pay-
ments. Now an optimal interior debt–equity mix satisfies

(7.23)

When the expected return on equity rises to compensate shareholders for bearing the same
project risk on less equity capital, with firms equate the marginal
default cost to the interest tax shield it generates, with
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(7.24)

A number of studies argue bankruptcy costs are insignificant. For example, Haugen and
Senbet (1978) argue they are limited to the lesser of the costs of going bankrupt and the
costs of avoiding it. When bankruptcy occurs ownership and control of the firm are trans-
ferred to bondholders, and firms can avoid this outcome by selling new shares and using the
funds to repurchase fixed claims on their assets. This makes bankruptcy costs the lesser of
the costs of transferring ownership and control to bondholders or new shareholders.

Two important issues are ignored by this analysis; the first is how default costs impact on
consumption risk, while the second is the role of agency costs when there is asymmetric
information. Notice how default costs increase the downside risk in the net cash flows in
Figure 7.2. If this changes the non-diversifiable risk in the payouts to investors additional
terms will appear in (7.24) to accommodate the resulting changes in the expected returns to
debt and equity. Agency costs are examined later in this subsection.14

Lost corporate tax shields are examined by DeAngelo and Masulis (1980a) in an
Arrow–Debreu economy with a full set of primitive securities and common information. In
most countries corporate tax treats income and losses differently, where tax is collected on
income but not refunded (in full) on losses. Table 7.1 summarizes the state-contingent
returns paid to debt and equity after corporate tax, where the states of nature are assigned
numbers that rise with the net cash flows. Default occurs in states where at the
net cash flows just cover the payouts to debt, with The tax losses are equal
to the amount by which the tax-deductible expenses exceed the net cash flows, with [ibV0 −
V0] − Ys ≥ 0. No default occurs in states but there are tax losses because a fraction
αs of shareholder capital is not returned to them, with 0 ≤ αs< 1. At there are no tax losses
and no income is paid to shareholders, with In the final group of
states shareholders are paid income of Ys – (1 + i)bV0 – (1−b) V0 > 0.15 The lost 
corporate tax shields in states reduce the value of the firm, and since they rise with
leverage, MM leverage irrelevance fails. Indeed, there is an optimal capital structure for the
firm in these circumstances because higher leverage increases the number of defaulting
states.

There are three ways firms can get the full value of their tax deductions: through tax
refunds from the tax office; by selling them to firms with tax profits; and by carrying them
forward with interest. Governments rarely pay tax refunds or allow firms to sell their tax
losses. Most, however, do allow firms to carry their tax losses forward, but without interest.16

Thus, in periods when firms have tax losses, the present value of their tax deductions is
eroded. And since interest payments are tax-deductible expenses lost corporate tax shields
are related to leverage, where an increase in leverage raises the probability of default and
reduces the present value of the tax shields.
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Agency costs and information signalling arise when managers, shareholders and bond-
holders have different information about a firm’s net cash flows.17 Agency costs that arise
from conflicts of interest between these groups can be constrained by capital structure deci-
sions. Jensen and Meckling (1976) identify two sources of conflict. The first arises between
shareholders and managers, while the second is between shareholders and bondholders.
Since managers receive only a portion of the residual claim on the firm’s net cash flows they
do not reap the entire benefit from maximizing profit, whereas they bear the full cost of 
forgoing private benefits from perquisites, such as bigger offices and more personal staff.
Thus, they have an incentive to consume private benefits at the expense of shareholder
profit. Higher leverage can reduce this agency cost by absorbing free cash flows in higher
interest payments and by raising the share of equity held by firm managers.

Conflicts arise between shareholders and bondholders due to limited liability, where
shareholders have an incentive to invest in more risky projects when downside risk is shifted
onto bondholders. But bondholders rationally anticipate this behaviour and discount the
price of debt, thereby reducing the payouts to shareholders. This asset substitution effect is
an agency cost of debt.18

Leverage can be used to convey private (or insider) information to the capital market.
Myers and Majluf (1984) argue that when new investors have less information about the
value of a firm’s assets than existing investors they can discount the price of new equity
below the present value of the profit from new investment. Existing shareholders avoid these
losses by rejecting the projects so that firms are forced to use lower-cost internal funds and
debt. Myers (1984) refers to this as a pecking order theory. Ross (1977b) argues that if man-
agers benefit from shares having high values and lose when firms default they will have an
incentive to use capital structure to convey private information to the capital market. Firm’s
with high-quality net cash flows (based on first-order stochastic dominance) will have a
lower probability of default and can justify higher leverage than lower-quality firms. This
leverage choice is a signal of quality to the capital market. Leland and Pyle (1977) argue
that with managerial risk aversion managers are also less willing to hold a larger share of
equity from increases in leverage unless the firm has high-quality projects.

In summary, leverage policy can affect the market valuation of firms when there are
agency costs and information signalling, where optimally chosen leverage equates the mar-
ginal costs and benefits of reducing agency costs and providing valuable information to 
the capital market. Thus, the MM leverage irrelevance theorem fails to hold in these 
circumstances.

Most early empirical estimates of (ex-post) financial distress costs for bankrupt firms
found they were less than the interest tax shield. Warner (1977) estimated the direct bank-
ruptcy costs for 11 failed railroad firms in the US and found they averaged 1 per cent of
market value 7 years prior to bankruptcy and rose to 5.3 per cent of market value just before-
hand. Subsequent studies obtained higher estimates by including indirect bankruptcy costs,
such as the loss of goodwill and other intangible assets in defaulting firms. Altman (1984)
used data for 19 industrial companies in the US and obtained estimates of default costs that
ranged from 11 to 17 per cent of market value 3 years prior to default. Alderson and Betker
(1995) found they were 35 per cent of value at the time firms were being restructured, while
Andrade and Kaplan (1998) obtained estimates of 10 to 23 per cent of value for a group of
highly geared firms.

Graham (2000) used these estimates to compute expected default costs and found a typ-
ical firm could increase its market value by 7.5 per cent by raising leverage to its optimal
level, where ex-post default costs were multiplied by estimates of the probability of default
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taken from information provided by debt ratings agencies. Molina (2005) argued that
Graham underestimated the probability of default by failing to recognize its endogenous
relationship with leverage. When changes in project risk cause ratings agencies to adjust
their debt ratings firms respond by changing leverage, thereby affecting their probability of
default. By taking this endogeneity into account Molina finds probabilities of default three
times larger than those obtained by Graham, which are large enough to explain the leverage
policies adopted by firms. In other words, they could not raise their market value by increas-
ing leverage.

Based on Warner’s findings, it was argued at that time that default costs were not large
enough on their own to explain why firms use equity finance in the presence of a classical
corporate tax. This led to the Miller equilibrium, to which we now turn.

The Miller equilibrium

In a widely cited paper delivered as a presidential address to the American Finance
Association meetings, Miller (1977) portrayed leverage-related costs as the rabbit in the
horse and rabbit stew and argued that demand-side factors – in particular, personal taxes –
would play an important role in explaining firm capital structure choices in the presence 

Box 7.10 Optimal capital structure choices with leverage-related costs

The role of leverage related costs for an individual firm j are illustrated in the debt–equity space
diagram below. Without default costs the firm’s asset production frontier is the dotted line,
which is flatter than the slope of the consumer indifference schedules due to the corporate tax.
At low levels of debt the firm can supply the debt–equity bundles along this frontier as there
is no probability of it defaulting. Once leverage is high enough to trigger default costs the asset 
production frontier becomes steeper. As these costs rise with leverage the frontier labelled
RCLRCL becomes concave to the origin. An optimal debt–equity ratio for the firm is illustrated
at point â where the asset production frontier has the same slope as the indifference 
schedules.
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of taxes. While corporate tax discriminates against equity, personal taxes can discriminate
against debt for high tax bracket consumers. Most tax codes have progressive marginal 
personal tax rates that are lower for capital gains than dividends and interest. There are two
reasons for the favourable tax treatment of capital gains:

i Capital gains are taxed on realization and not on accrual, and investors can reduce their
effective tax rates on them by delaying realization.

ii Most countries have lower statutory personal tax rates on capital gains than income paid
as cash distributions, such as dividends and interest. For example, the personal tax rate on
capital gains in Australia is half the marginal personal tax rate on cash distributions for
shares held more than 12 months.19

Due to the favourable tax treatment of capital gains, some high-tax investors can have a
tax preference for shares that pay capital gains over debt, even though capital gains are taxed
twice under a classical corporate tax system – once at the corporate rate and then again at
the investor’s personal tax rate. Since high-tax investors have cash tax rates above the cor-
porate tax rate, those in the highest tax brackets are more likely to have a tax preference for
equity. Table 7.2 summarizes the taxes levied on income generated by the corporate sector
under a classical corporate tax system. For each investor (h) the marginal personal tax rate
on cash distributions is while on capital gains it is with 20

Most countries have progressive personal tax rates that increase with taxable income, and
they are normally piecewise linear functions with three to four tax brackets. Table 7.2 makes
it clear how equity income is taxed twice, and why no fully taxed investor would have a tax
preference for dividends in the Miller equilibrium. This is referred to as the dividend puzzle.
A number of solutions to this puzzle are examined in Section 7.3.

Typically the Miller equilibrium is explained in a certainty setting to highlight the role of
consumer tax preferences. A number of studies argue it will not generalize to uncertainty –
for examples, see Auerbach and King (1983) and Dammon (1988) – but that is not the case,
as is demonstrated later in this section.21 In the presence of the personal taxes summarized
in Table 7.2 optimally chosen security demands will satisfy

(7.25)

where iD and iG are, respectively, returns to shares paying dividends and capital gains. 
In practice, shares pay a combination of dividends and capital gains, but we simplify the
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analysis by separating shares into those that pay dividends and those that pay capital gains.
In this setting some consumers can have a tax preference for debt and others a tax 
preference for equity. Once this happens they can raise their wealth through tax arbitrage,
and they will have unbounded demands for their tax preferred securities when the 
tax rates are endowed on them. Miller bounds their security demands by imposing 
short-selling (borrowing) constraints on them. When these constraints bind one of the 
optimality conditions in (7.25) will hold with a strict inequality. Each consumer (h) is 
indifferent to debt and shares that pay dividends and capital gains, when the demand 
condition is

(7.26)

Since every consumer has a lower personal tax rate on capital gains, the market rates of
return must satisfy iB = iD > iG for all the three securities to trade. We can use the supply con-
dition derived earlier in (7.20) because all equity income is treated in the same way by the
corporate tax, with

iB(1−tC ) = iD = iG,22 (7.27)

where the relationship between the security returns must satisfy iB > iD = iG. Clearly, 
this is incompatible with the demand condition in (7.26). Thus, when the demand and
supply conditions are combined, we have an equilibrium relationship between the tax
rates of

.
(7.28)

interest dividends capital gains
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Box 7.11 Marginal income tax rates in Australia

Australia, like most countries, has progressive personal income tax rates. The rates in July 2007
are summarized below, and they include a 1.5 per cent Medicare surcharge used to (partially)
fund publicly provided health care. Personal tax rates on capital gains are set at half these rates
when assets have been held longer than 12 months, and the corporate tax rate is 30 per cent.
Australia adopted the imputation tax system for company tax in 1989, where corporate tax is
used as a withholding tax that is credited to shareholders when they receive the income as 
dividends.

Income range ($) Marginal tax rate (%)

0–6000 0
6001–25,000 16.5
25,001–75,000 31.5
75,001–150,000 41.5
150,001+ 46.5

It should be noted that most Australian taxpayers have higher effective tax rates because the
government pays them family and other welfare payments that it withdraws as income rises.



This confirms the proposition made earlier based on the tax rates summarized in Table 7.2
that no consumer has a tax preference for dividends in the Miller equilibrium. Instead, 
they divide into strict tax clienteles, with:

(7.29)

Equity specialists prefer shares that pay capital gains. They must be high-tax investors
with marginal cash tax rates that are higher than the combined corporate and per-

sonal taxes on capital gains. While all low-tax investors are debt specialists, not all
high-tax investors are equity specialists. In practice there may not be any marginal investors,
but none are needed for both securities to trade.
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Box 7.12 Tax preferences of high-tax investors in Australia

To demonstrate how plausible these tax relationships are in practice, consider Australian tax-
payers in the top tax bracket with a marginal cash tax rate of 46.5 per cent when the corporate
tax rate is 30 per cent. They will have a tax preference for equity that pays capital gains when-
ever their marginal tax rates on capital gains are less than 23.6 per cent, where:
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Whenever there are consumers with a tax preference for debt and others with a tax pref-
erence for equity they can increase their wealth through tax arbitrage by trading the two
securities with each other. If debt specialists sell shares to equity specialists and use the pro-
ceeds to buy their debt, both groups generate net tax refunds which transfer revenue from
the government budget.23 Miller simplifies the analysis by endowing tax rates on consumers,
but they will have unbounded demands for their tax preferred securities. Three studies
examine different ways to bound security demands: Dammon and Green (1987) make per-
sonal tax rates increasing functions of income so that tax arbitrage eliminates investor tax
preferences; Jones and Milne (1992) include a government budget constraint to bound the
revenue consumers can extract through tax arbitrage;24 and Miller (1988) imposes borrow-
ing constraints on consumers.25 While Miller’s approach does simplify the analysis, it con-
ceals potentially important endogenous relationships identified by Dammon and Green and
by Jones and Milne that can have important welfare implications for the final equilibrium
outcome.26 With short-selling constraints, debt and equity specialists have bounded demands
for securities in the Miller equilibrium and both securities trade. Due to the absence of any
constraints on security trades by firms the market returns to debt and equity will satisfy the
supply condition in (7.27) in a competitive capital market. When it does, MM leverage
policy irrelevance holds for individual firms. This is confirmed by using the supply condi-
tion to write the current market value of the firm in (7.21) as
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which is independent of b. But the aggregate debt–equity ratio does matter in the Miller
equilibrium because there must be enough debt and equity to satisfy the security demands
of debt and equity specialists. Whenever it lies within these bounds the aggregate
debt–equity ratio is irrelevant to consumers if there are marginal investors who are willing
to hold either security. If debt and equity specialists cannot satisfy their tax preferences they
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Box 7.13 The Miller equilibrium: a geometric analysis

It is possible to see the peculiar attributes of the Miller equilibrium in the debt–equity space
diagram below where the aggregate asset production frontier RCRC maps the debt–equity bun-
dles over the aggregate net cash flows of firms trading in the corporate sector of the economy.
Its slope is determined by the supply condition in (7.27) without dividends. Since consumers
face different personal tax rates their indifference schedules have different slopes. To simplify
the analysis we assume the consumers in each tax clientele have the same tax preferences. Point
A isolates the minimum debt needed to satisfy debt specialists, while point B isolates the 
minimum equity needed for equity specialists. Any additional debt and equity supplied
between these points is held by marginal investors. Thus, points A and B and the distance
between them are determined by the net wealth of the investors in each tax clientele. The slopes
of the indifference schedules for each clientele reflect their different tax preferences, where
they have larger (negative) slopes than frontier RCRC for debt specialists , a lesser (nega-
tive) slope for equity specialists , and the same slope for marginal investors . As
long as the aggregate debt–equity bundle lies between points A and B along frontier RCRC it is
irrelevant to consumers. Since debt and equity specialists are holding their tax-preferred secu-
rities any differences between the bundles in this region are absorbed by marginal investors.
Once the aggregate debt–equity ratio moves outside these bounds aggregate welfare falls. For
example, bundles that lie above point A along RCRC do not provide enough debt for debt spe-
cialists so they hold equity and are worse off due to the extra tax burden on them.

RC

aB

aE

RC

B

A

v
E
DC

v
M
DC

v
B
DC

aB

aE

( )vDC
M( )vDC

E

( )vDC
B

( )aE

( )aB



will have lower welfare due to the extra tax burden imposed on them from holding the
higher-taxed security.

A number of commentators on the Miller equilibrium draw on the role played by home-
made leverage in the original proofs of MM leverage irrelevance to argue there must be 
marginal investors and certainty for MM leverage irrelevance to hold in the presence of
taxes. They claim marginal investors are needed in the model to absorb changes in firm 
capital structure, while certainty removes risk preferences from security demands so that
consumers divide into strict tax clienteles.27 But leverage irrelevance holds in the Miller
equilibrium without marginal investors and with uncertainty.

Suppose there are no marginal investors in a certainty setting, so that all consumers are
debt or equity specialists. If one firm raises its leverage (with investment held constant)
there is an excess supply of debt and an excess demand for equity that puts upward pressure
on the market price of equity and downward pressure on the market price of debt. Other
firms respond to these price changes by substituting equity for debt until the aggregate
debt–equity ratio is restored to its original level. Thus, the market value of individual firms
is unaffected by changes in leverage as changes in security prices induce other firms to take
offsetting positions so that consumers continue to hold their tax–preferred securities. In a
frictionless competitive capital market where profit-maximizing firms respond to security
price changes consumers get their tax-preferred securities.

Stiglitz (1974) recognized that rebundling by financial intermediaries (as agents of cor-
porate firms) would make leverage policy irrelevant in a frictionless competitive capital
market without taxes.28 Even in the absence of personal taxes and short-selling constraints,
homemade leverage is likely in practice to be more costly than rebundling on the supply side
of the market by specialist traders with lower transactions costs. While there are no transac-
tions costs in the Miller equilibrium, there are borrowing constraints on consumers to bound
their security demands and rule out tax arbitrage. Thus, all the arbitrage activity must be
undertaken by profit-maximizing firms.

Now suppose we introduce uncertainty to the earlier analysis of the Miller equilibrium. It
is tempting to conclude consumers will not separate into strict tax clienteles in these circum-
stances as their security demands will be determined by a combination of risk and tax pref-
erences. Auerbach and King argue consumers will forgo some of the benefits from holding
tax-preferred securities and bundle debt and equity together to satisfy their risk preferences.
In response, firms will form leverage clienteles to create different risky mutual funds for
consumers with the same tax preferences. They argue these mutual funds are unlikely to 
satisfy the risk preferences of every consumer. Kim (1982) and Sarig and Scott (1985) argue
there are no leverage clienteles in the Miller equilibrium because consumers can satisfy their
risk preferences by holding just tax-preferred securities. There are two ways firms (or finan-
cial intermediaries) achieve this outcome: by providing a complete set of debt and equity
securities so that consumers can create a full set of primitive equity and primitive debt secu-
rities; or by creating securities to satisfy the risk and tax preferences of consumers (in effect,
they create personalized mutual funds constructed solely from tax-preferred securities).

While the outcome in Auerbach and King is more realistic, they are implicitly including
transactions costs and asymmetric information to stop firms from creating personalized
risky mutual funds for consumers. Clearly, they are trying to explain what actually happens
in the capital market, but, in doing so, are moving outside the confines of the frictionless
classical finance model of the Miller equilibrium. In a frictionless competitive economy
with common information, firms know the risk and tax preferences of every consumer 
and are driven by the profit motive to satisfy them. Due to the absence of trading costs 
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consumers are not required to trade off risk and tax preferences in these circumstances. In
practice, consumers do purchase bundles of debt and equity, often as mutual funds, to sat-
isfy their conflicting risk and tax preferences as firms cannot costlessly create their person-
alized risky tax-preferred securities.29 Moreover, it is too costly for them to create a full set
of primitive debt and equity securities to make the capital market double complete. This is
confirmed by Kim et al (1979) who find empirical evidence of shareholder leverage clien-
teles, where firms choose capital structures to satisfy investors with different risk and tax
preferences. Even though leverage clienteles are absent in the Miller equilibrium, it does,
however, establish the important arbitrage activity by firms (or their agents financial inter-
mediaries) in competitive capital markets. In practice, trading costs are likely to restrict
homemade leverage, where consumers face higher trading costs than specialist financial
intermediaries. As transactions costs fall and traders acquire better information about
investor risk and tax preferences the actual capital market outcome will converge to the
Miller equilibrium.

MM leverage irrelevance for individual firms in the Miller equilibrium with uncertainty
can be confirmed by computing the market value of firms in the Arrow–Debreu economy as

Box 7.14 The Miller equilibrium without marginal investors

A geometric analysis helps to clarify the reason why marginal investors are not required in the
Miller equilibrium. In their absence there is an optimal aggregate debt–equity bundle for the
corporate sector of the economy at â on the asset production frontier RCRC in the debt–equity
space diagram below. Since consumers face borrowing constraints to restrict tax arbitrage they
are unable to access any arbitrage profits when the after-tax security returns are not equal.
Instead, that role is undertaken by profit-maximizing firms which equate the cost of debt and
equity along the frontier RCRC, with iB(1 − tC) = iG. Whenever changes in leverage by one or
more firms moves the aggregate debt–equity bundle away from â, other firms respond to the
(incipient) changes in security prices and bring the bundle back to â where consumer tax pref-
erences are satisfied. Profit-maximizing firms undertake this repackaging due to the absence
of restrictions on their security trades, which is reflected in the linearity of the asset production
frontier. Thus, the homemade leverage identified by Modigliani and Miller in their original
proof of the leverage irrelevance theorem without taxes will not be possible in the Miller equi-
librium with taxes when there are no marginal investors.
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where equity pays capital gains. When both securities trade in a complete capital market the
supply condition in (7.27) holds, with iBs(1 − tC) = tGs for all s, where the value of the firm
becomes V0 = Ys/ (1 + iBs) for all s, which is independent of the debt–value ratio. And this
also applies without marginal investors.

A growing number of countries have reformed their tax systems to remove the double tax
on dividends. For example, governments in Australia, the United Kingdom, New Zealand
and the United States have adopted tax imputation systems that give shareholders credit for
corporate tax paid on dividends. This makes all investors indifferent to interest and divi-
dends. We examine the impact of dividend imputation later in Section 7.3.3.

The Miller equilibrium in open economies

With perfect capital mobility the market returns to domestic debt and equity are determined
by the returns on perfect substitutes in world markets, where the supply condition becomes

for the foreign corporate tax rate .30 In a certainty setting countries form
supply clienteles where those with higher corporate tax rates supply only debt, 
with and those with lower rates supply only equity, with

The country with the corporate tax rate that satisfies the supply
condition is determined by the aggregate demand for debt and equity in the international
capital market, which depends on the personal tax rates in each country. If there are tax
agreements between countries that give domestic residents credits for any foreign personal
tax payments, consumer income is subject only to domestic personal tax rates, where the
demands for debt and equity in each country will be determined by the tax relationships;

The larger the aggregate demand for equity, the greater the number
of countries supplying it, where the country with the highest corporate tax rate determines
the supply condition for the returns to debt and equity.

7.2.4 The user cost of capital

In (7.22) we gave a general expression for the expected user cost of capital, which is the
weighted average cost of capital (WACC) used to compute the market value of a firm in a
two-period setting with risk and taxes. It is the average cost of raising and using each dollar
of capital invested by bondholders and shareholders, where the total economic cost of cap-
ital is obtained by multiplying the market value of the firm by (7.22). When the no arbitrage
condition holds it is equal to the firm’s after-tax net cash flows, with In some cir-
cumstances the WACC in (7.22) is also the marginal cost of capital (MCC) used by firms
to determine their level of investment, with

When the MCC is constant in the absence of fixed costs, we have MCC = WACC. This
occurs in the following circumstances:
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i In a certainty setting the last term in (7.22) disappears because there are no default costs,
and the user cost of capital simplifies to:

c = (1 − tC) + biB (1 − tC) + (1 − b)iE.

Since firms cannot affect the returns they pay to debt and equity in a competitive capi-
tal market, the user cost of capital is unaffected by their investment choices. When both
securities trade, we have iB(1 − tC) = iE, where MM leverage irrelevance holds, and profit-
maximizing firms equate the value of the marginal product of investment to the MCC,
which is also the WACC.

ii It unlikely for (7.22) to be the MCC when there is uncertainty, even with common infor-
mation, as leverage-related costs and project risk on each dollar of capital are affected
by additional investment. If investment has scaling effects on the net cash flows in each
state of nature, nothing happens to the WACC in (7.22) because the probability of default
and the project risk per dollar of capital are unchanged.

iii In a two-period setting there is depreciation in the WACC in (7.22) because firms 
liquidate in the second period and repay capital to investors from their net cash flows.
This makes depreciation unity in the user cost of capital. In a multi-period setting, how-
ever, the first term in (7.22) is replaced by which
is the rate of change in the market value of the firm over the period from t - 1 to t; it is
the expected rate of economic depreciation when Vt < Vt − 1. For most depreciating assets
there is less than complete depreciation, with Frequently, however, firm
values rise in some time periods. For example, there are firms which invest a significant
portion of their capital in assets such as land, buildings and goodwill, and they can
increase in value. In periods when capital gains on these assets are large enough to offset
reductions in the market values of their depreciating assets, their market values will rise.
The rate of appreciation or depreciation in the value of a firm will not change with
investment when it has a scaling effect on the value of its outputs and inputs. When this
happens the WACC in (7.22) is also the MCC that determines the optimal level of invest-
ment.

These cases tell us something about the circumstances where the WACC is not equal to
the MCC:

i When the amount of project risk per dollar of capital changes with investment, firms
must pay higher expected returns to shareholders and/or bondholders to compensate
them for bearing this extra risk. In the absence of lost corporate tax shields, which elim-
inates the last term in (7.22), the condition for optimally chosen investment becomes

While extra project risk raises the user cost of capital and reduces the market value of
the firm, MM leverage irrelevance continues to hold when traders have common infor-
mation. But once investment changes the project risk on each dollar of capital invested,
the MCC deviates from the WACC in (7.22).32
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ii Whenever profits and losses are not treated symmetrically by the corporate tax, there are
expected default costs from lost corporate tax shields, even in a common information
setting. If the extra project risk from additional investment changes the probability of
default, it also changes the expected default costs in the last term of (7.22), where the
condition for optimally chosen investment becomes

The last term is the change in expected default costs when investment affects the prob-
ability of default.

iii With more than two time periods the first term in (7.22) is replaced by which
measures the rate of change in the market value of the firm over period from t - 1 to t,
where when it declines, and when it rises. It would seem reasonable to
expect this term to be a function of the level of investment as firms are likely to change
their input mix when they expand investment and production. In other words, it would
seem unlikely, even in the long run when all inputs can be varied, that firms will simply
scale their operations when they change investment, where the condition for optimally
chosen investment, in the absence of changes in project risk and expected default costs,
becomes

The second term is the change in the (average) rate of economic depreciation that causes the
MCC to deviate from the WACC in (7.22). Ross (2005) derives an expression for the cost
of capital in a multi-period setting with common information and finds that it differs from
the standard WACC formula because shareholders and bondholders in bankrupt firms incur
losses from recapitalization and reorganization costs. Recapitalization losses occur because
investors are forced to exchange their initial debt and equity for securities with lower values.
It therefore assumes the capital market is incomplete due to transactions costs. In a friction-
less complete capital market where investors can trade in every future state, any recapital-
ization is costless and is already included in current security prices.

iv The WACC can deviate from the MCC when traders have asymmetric information.
Additional investment that provides new information or affects the actions taken by firm
managers can change the expected user cost of capital. For example, when traders get
better information about a firm’s project risk it changes the risk premium paid to debt
and equity and the cost of capital.

Most governments estimate the user cost of capital for firms in different sectors of the
economy to determine how their policies or other factors impact on private investment
and employment. Private traders also estimate the user cost of capital to guide their
investment decisions. It is reasonably clear from (7.22) and the subsequent discussion
that depreciation allowances, the corporate tax, project risk and default costs all play an
important role in determining the user cost of capital. Other factors can also play a role
by impacting on the equilibrium returns paid to debt and equity, and on the prices that
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determine the net cash flows to investment. We conclude this section by considering
three of them.

First, investor demands are affected by personal taxes on the returns to debt and equity.
In the previous subsection we saw how the double tax on dividends makes interest and cap-
ital gains more attractive for all investors. Corporate and personal taxes affect the relative
returns to debt and equity as well as their equilibrium levels. From the supply condition in
(7.27), with iBs (1 − tC) = iDs= iGs for all s, we have iBs > iDs = iGs due to the tax deductibility
of interest. The combined corporate and personal taxes drive wedges between the pre- and 
post-tax returns to debt and equity, thereby raising the cost of capital for firms and 
lowering the after-tax income received by investors; the larger the tax wedges, the lower the
aggregate level of saving and investment.

Investors divide into strict tax clienteles in the Miller equilibrium to minimize their tax
payments. Recall from the previous subsection how this occurs in a common information
setting without transactions costs where consumers effectively have access to a full set of
primitive debt and primitive equity securities. However, investors may bundle debt and
equity together and incur larger tax burdens to satisfy their risk preferences when there are
trading costs and asymmetric information. This further reduces saving and investment by
simultaneously raising the cost of capital for firms and reducing the after-tax returns to
investors.

From time to time governments reform their spending and taxing policies to expand
aggregate income and employment. Lower corporate and personal tax rates expand pri-
vate investment and saving by reducing the cost of capital and raising the after-tax returns
to investors. The final change in the cost of capital in (7.22) is ultimately determined by
the interest elasticities of aggregate investment demand and aggregate saving.34 A lower
corporate tax rate reduces the value of interest tax deductions. When it falls below the
lowest marginal cash tax rate every investor becomes a high-tax investor, with

where this is likely to increase the number of equity specialists in the
Miller equilibrium.

Second, governments in some countries allow firms in politically sensitive sectors of the
economy to accelerate their depreciation deductions for tax purposes. While this provides
an implicit subsidy by raising the present value of their tax deductions relative to firms in
other sectors, it has efficiency effects that can reduce aggregate income. Concessions of this
kind are fairly common in relatively new industries and for firms which undertake research
and development. When the implicit subsidy from accelerated depreciation allowances cor-
rects externalities in these activities it can raise aggregate income. But they too are fre-
quently granted on political rather than efficiency grounds.

Third, fiscal and monetary policies can also impact on the user cost of capital by chang-
ing the equilibrium returns to debt and equity. For example, tighter monetary policy can
drive up the cost of capital and discourage investment, at least in the short term when there
are nominal price rigidities that allow changes in the money supply to have real effects in
the economy. Extra government spending can also affect the user cost of capital when it real-
locates resources inter-temporally. In recent years governments have been much less
inclined to use fiscal and monetary policies to smooth economic activity through normal
cyclical changes. They have difficulty identifying the cycles, and it also takes considerable
time to legislate and implement their policy responses. Moreover, monetary policy is much
less effective in economies with flexible nominal prices, while government spending may be
ineffective when there are principal–agent problems between voters, politicians and bureau-
crats that affect the provision of public services.
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Policy changes like these need to be evaluated formally using a model that incorporates
the public sector in the economy. We do this in the next chapter where marginal policy
changes are examined in a tax-distorted economy.

7.3 Dividend policy

Another important financing decision firms make is how to distribute equity income to
shareholders. Most corporate debt has a fixed market value and pays variable interest, while
the market value of equity can vary through time with income paid as dividends and capital
gains. Dividend policy determines whether equity income is paid to shareholders as a cash

Box 7.15 The Miller equilibrium with a lower corporate tax rate

A lower corporate tax rate will reduce any tax preferences for equity. Indeed, it makes initial
marginal investors debt specialists and some initial equity specialists marginal investors or even
debt specialists. The effects of making debt specialists marginal investors are illustrated in the
debt–equity space diagram below where initially debt and equity specialists have the same tax
preferences within each group. Prior to the tax change there are no marginal investors and the
aggregate debt–equity bundle â satisfies the security demands of debt and equity specialists in
the corporate sector of the economy. As the corporate tax rate falls it rotates the aggregate asset
possibility frontier upward around the debt axis. Since firms can distribute more of their net
cash flows to shareholders they can issue more equity at each level of debt when they supply
both securities. At the new lower tax rate former debt specialists become marginal investors
along asset frontier with All the aggregate debt–equity bundles
along this frontier above â′ are irrelevant to consumers. However, consumers are worse off
when the aggregate debt–equity bundles are moved below â′ along the frontier.

It should be noted that the lower corporate tax rate will increase the aggregate wealth of con-
sumers by reducing allocative inefficiency. If that changes their intertemporal consumption
choices it will affect their demands for the two securities, where that causes parallel shifts in
the new asset frontier and moves the new debt–equity bundle along it. If there is a rise
in future consumption for all consumers the new frontier shifts out and the debt–equity bundle
â′ moves down the frontier.
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dividend or retained by firms who repurchase shares to pay capital gains. Modigliani and
Miller (1961) prove dividend policy is irrelevant to the market values of firms in a friction-
less common information setting without taxes. Whenever firms use income to repurchase
a dollar of equity the market value of their equity falls by a dollar, while shareholder 
wealth is unchanged as the cash they receive matches the fall in the market value of their
shareholdings.

But dividend irrelevance fails in the presence of a classical corporate tax where personal
taxes favour capital gains over dividends. This was demonstrated earlier in Section 7.2.3,
where no dividends are paid in the Miller equilibrium.35 A large number of studies have
attempted to solve the dividend puzzle. In recent years a number of governments have
replaced the classical corporate tax with an imputation tax system that grants credits to
shareholders for corporate tax collected on their dividends; it removes the double taxation
of dividends and makes them subject to the same personal tax as interest income.36 It may
seem puzzling that they did not instead just abolish the corporate tax altogether. But the
reason for not doing so is the same as the reason for introducing a corporate tax in the first
place. In its absence firms have an incentive to pay equity income as capital gains that are
subject to lower personal tax rates. Recall from an earlier discussion that there are two rea-
sons why: first, most governments set lower statutory rates on them relative to cash income;
and second, they are taxed on realization and not accrual. The more time it takes to realize
capital gains, the lower the effective tax rate on them. The imputation tax system recognizes
this by using the corporate tax as a withholding tax which is credited to shareholders when
they receive the income as dividends. Thus, it taxes equity income on accrual inside firms
and removes any incentive for then to delay paying it as capital gains (when shareholders
have marginal personal (cash) tax rates less than or equal to the corporate tax rate).
Governments are attracted to the imputation tax system because it removes the double 
taxation of dividends under the classical corporate tax system and, in so doing, is a less 
discriminatory tax. There are some remaining tax preferences, however, and they will be
identified later in this section.

We begin the analysis with a simple proof of MM dividend policy irrelevance in the
absence of taxes. Then we summarize the dividend puzzle identified earlier in the Miller
equilibrium before considering a number of attempts to resolve it, including, differential
transactions costs on dividends and capital gains, share repurchase constraints and agency
costs. Unfortunately, none on these explanations appear to provide an adequate resolution
to the puzzle, which is why many argue it is one of the most intractable problems in
finance.

7.3.1 Dividend policy irrelevance

Dividend policy irrelevance can be demonstrated in a two-period certainty setting by sepa-
rating equity into shares that pay dividends (D) and capital gains (G), where the optimal debt
and equity choices of consumers and firms satisfy

(7.30)

leading to an equilibrium condition when the no arbitrage condition holds, of
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iB = iD = iG. (7.31) 

In the absence of taxes the three securities are perfect substitutes in a certainty setting so
they must pay the same rates of return.37 The market value of profit-maximizing firms is
obtained using their payout constraint as

(7.32)

where b =paB aB/V0, g = paG aG/V0 and d = paD aD/V0, with b + g + d = 1. Clearly, when the
equilibrium condition in (7.31) holds, the value of the firm is unaffected by changes in
leverage or dividend policy.

7.3.2 The dividend puzzle

Miller (1988) identified the dividend puzzle by combining corporate and personal taxes in
a classical finance model. Under a classical corporate tax, dividends are subject to higher
tax than all other forms of corporate income for fully taxable consumers who prefer inter-
est or capital gains. But this creates an obvious dilemma because in practice corporate
firms pay a significant proportion of their income as dividends. In a sample of 156 US
firms, Sarig (2004) found that on average they distributed approximately 61 per cent of
their earnings, with approximately 91 per cent being paid as dividends over the period
1950–1997.38 The dividend puzzle was isolated earlier in the Miller equilibrium using
(7.28), where

The double tax on dividends makes them preferable to interest, which is subject only to 
personal tax, and capital gains, which are subject to lower personal tax. For that reason, no
dividends are paid in the Miller equilibrium.

There have been a number of attempts to resolve the dividend puzzle. Three main expla-
nations are considered here. The first of these is trading costs. Firms and shareholders incur
transactions costs such as bank fees, mailing charges and stamp duty when dividends are
paid. In contrast, firms that repurchase shares to pay capital gains must by law provide infor-
mation about these transactions, pay broking fees and incur other transactions costs, while
shareholders also incur broking fees and other transactions costs when they sell their shares.
The trading costs to pay capital gains are typically much larger than the costs of paying div-
idends, particularly for individual shareholders. According to Barclay and Smith (1988) they
are higher for capital gains, but not by enough at the margin to offset the extra tax burden
imposed on dividends under a classical corporate tax system.40

The second explanation is share repurchase constraints. In some countries there are reg-
ulations that restrict share repurchases by firms. They were originally adopted to stop firms
creating speculative runs to inflate their share prices above fundamentals, but in recent times
they have been used explicitly to stop firms from avoiding the higher taxes on dividends. For
example, in the United States penalties are imposed on firms that systematically repurchase
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shares to avoid the higher taxes on dividends. Occasional share repurchases are permitted to
allow firms to restructure their capital. Auerbach (1979), Bradford (1981) and King (1977)
offered the new or trapped view of dividends where they argue share repurchase constraints
force firms to pay dividends.

Unfortunately, though, this equilibrium outcome has an Achilles’ heel because it relies on
the important assumption that firms cannot trade each other’s shares. Inter-corporate equity
is significant in practice, and it provides a substitute for share repurchases. To see this, con-
sider a firm A with $100 of equity income. If it cannot repurchase $100 of its own shares to
pay capital gains it can buy $100 of firm B’s shares, and firm B then uses the proceeds to
buy $100 of firm A’s shares. In the absence of transactions costs or taxes on inter-corporate
equity, firm A has replaced $100 of cash with $100 of equity in firm B which offsets the
value of its own outstanding shares. The market value of firm B is unchanged by these trades
because the $100 liability from selling its own shares is matched by the value of shares it
holds in firm A, while shareholders in firm A have 100 dollars of cash that offsets the lower
value of equity they now hold in firm A. Thus, the $100 income generated by firm A has
been transferred to its shareholders as capital gains.

Governments are less concerned now than they were in the past about firms trying to
inflate their share valuations through share repurchase activity because institutional traders
have more information about the identity of buyers and sellers and how much equity they
trade. In fact, brokers frequently share this information with each other to stop traders from

Box 7.16 The dividend puzzle

The dividend puzzle is illustrated in the diagram below, where the asset possibility frontier
RCRC isolates the largest amount of equity firms can supply from their aggregate net cash flows
after meeting their obligations to bondholders and paying corporate tax. Since capital gains and
dividends are both subject to corporate tax it does not alter the slope of the asset frontier, where
both types of equity must pay the same market return for firms to supply them, with iD = iG.
But personal taxes are lower on capital gains for all consumers, so their indifference schedules
are steeper than the asset possibility frontier where they require to trade
both securities, with iD > iG. That is why firms only pay capital gains at âG. Whenever they pay
dividends shareholders are driven onto lower indifference schedules due the extra tax burden
imposed on them.
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exploiting inside information, thereby making it more difficult for single traders to corner
the market by spreading their trades across a number of brokers.

The third explanation is signalling and agency costs when there is asymmetric informa-
tion. Bhattacharya (1979) and Miller and Rock (1985) identify circumstances where firm
managers use dividend payments to signal the quality of their expected net cash flows to
shareholders with incomplete information. Higher taxes on dividends are signalling costs
that allow them to function as a credible signal in these circumstances. When dividend pay-
ments are optimally chosen these costs are equated at the margin to the benefits sharehold-
ers get from the information provided. Using financial data for 156 firms in the US over the
period 1950–1997, Sarig (2004) finds empirical support for the signalling benefits of divi-
dends, where the benefits from changes in dividends were found to be larger than the ben-
efits from changes in share repurchases, while an increase in profitability leads initially to
an increase in share repurchases and then later an increase in dividends once there is con-
firmation of the profitability being sustained in the long run. Rozeff (1982) and Easterbrook
(1984) argue that dividends can be paid to reduce agency costs arising from managers con-
suming perquisites and from managerial risk aversion. Since dividend payments reduce free
cash flows they limit managerial perquisites. They also force firms to go to the capital

Box 7.17 The dividend puzzle and trading costs

The impact of trading costs on the choice between dividends and capital gains is illustrated in
the diagram below. For trading costs (T) to make dividends preferable they must be relatively
higher for capital gains, where those incurred by consumers make their indifference schedules
flatter , and those by firms make the asset production frontier steeper . In effect,
higher trading costs raise the relative cost of capital gains for firms and reduce their relative
return to consumers. In the diagram we simplify the analysis by assuming the trading costs only
apply to capital gains, where this rotates the asset production frontier around the intercept âD.
Dividends trade once the slope of the indifference schedules are the same or flatter than the
slope of the asset production frontier. In practice, these relative trading costs do not appear large
enough on their own to explain the payment of dividends under a classical corporate tax system.
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market more frequently for funds thereby placing greater scrutiny on the investment choices
of risk-averse managers who underinvest in risky profitable projects.

These explanations for the payment of dividends postulate a positive relationship between
dividends and the level of asymmetric information. In contrast, the pecking order theory of
Myers and Majluf (1984) finds a negative relationship between them. When potential share-
holders have less information than existing shareholders about the profitability of new proj-
ects they can discount share prices by more than the net present value of the profits. Since
this makes existing shareholders worse off they reject these projects so that managers are
forced to move down the pecking order and use internal funds and (risk-free) debt. Since
lower dividends create a larger pool of internal funds there is a negative relationship between
dividends and the level of asymmetric information. Using data for manufacturing firms that
traded on the NYSE and the AMEX over the five-year period 1988–1992, Deshmukh (2005)
finds empirical support for the pecking order theory over the signalling theory.

7.3.3 Dividend imputation

It is clear from the dividend puzzle examined in the previous section why a classical corpo-
rate tax distorts the financing decisions of firms. One way to eliminate the double tax on
equity income is to eliminate the corporate tax altogether. But in its absence shareholders
have an incentive to delay realizing this income as capital gains so they can lower their effec-
tive personal tax rates.41 In effect, their tax liabilities are delayed at no interest cost. The cor-
porate tax deters this activity by collecting revenue on equity income as it accrues inside
firms, but the double taxation is especially problematic for dividends.

Box 7.18 The dividend puzzle and share repurchase constraints

When there are constraints on the security trades of firms that force them to pay equity income
as dividends, consumers are forced onto lower indifference schedules due to the extra tax
burden. This outcome is illustrated in the diagram below where consumers are forced to locate
at point on the lower indifference schedule .
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Governments in a number of countries have adopted an imputation tax system to remove
the double tax on dividends. Any corporate tax collected on dividend income is credited to
shareholders by the tax office. In effect, the corporate tax is used as withholding tax to
remove the incentive for firms to delay realizing equity income as capital gains which attract
no tax credits. Another important reason for keeping the corporate tax is to collect revenue
on domestic income paid to foreign shareholders as personal taxes are normally levied only
on the income of domestic residents.

One important aspect of dividend imputation is the distinction it makes between franked
(F) and unfranked dividends (U). Franked dividends are paid from income subject to corpo-
rate tax, while unfranked dividends are paid from untaxed income. Firms have untaxed
income due to differences in their economic and measured income, where economic income
is the extra consumption expenditure firms generate for their shareholders. Economic and

Box 7.19 The new view of dividends with inter-corporate equity

A more realistic way for firms to overcome share repurchase constraints is through inter-
corporate equity trades undertaken on their behalf by financial intermediaries (F). Their role is
illustrated in the diagram below. As specialist security traders their asset production frontier
(RFRF) passes through the origin, and is linear with the same slope as the asset production fron-
tier for corporate firms in a frictionless competitive capital market. In the presence of share
repurchase constraints, firms must distribute their after-tax net cash flows as dividends at point
âD. But these payouts can be converted into capital gains when financial intermediaries 
purchase âG shares from corporate shareholders using funds raised by selling of their own
shares to corporate firms. By choosing bundle aF the intermediaries distribute equity income
of corporate firms to shareholders as capital gains, but without corporate firms buying back
their own shares. Instead, corporate firms and financial intermediaries end up holding the same
value of each other’s shares. 

In practice, financial intermediaries incur trading costs that reduce the dividends they can 
convert into capital gains. These costs cause their asset frontier RFRF to kink downwards around
the origin. However, as long as they are smaller than the extra tax on dividends paid to share-
holders, and smaller than the costs incurred by corporate firms trading each other’s shares,
financial intermediaries will perform this role in a competitive capital market.
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measured income were compared earlier in Chapter 2, where the main difference arises from
the treatment of the changes in the values of capital assets.42

Under an imputation tax system optimally chosen security trades by consumers will satisfy43

(7.33)

When shareholders receive a franked dividend of iFpFaF they declare its pre-tax value 
iF pFaF/(1−tC) as taxable income. They are then granted tax credits for corporate tax paid by
firms, where the amount they pay the tax office is

Shareholders with a marginal cash tax rate equal to the corporate tax rate make no
additional tax payments, high-tax shareholders make additional payments, and low-
tax shareholders get excess tax credits refunded to them. Based on the optimality
conditions in (7.33), consumers will have a demand condition which makes them indiffer-
ent between the four securities, when

(7.34)

When firms choose their security trades optimally in this setting they satisfy.44

(7.35)

Using these conditions we find that the supply condition that makes firms indifferent to the
four securities is

iB(1 − tC ) = iF = iU(1 − tC ) = iG. (7.36)

Notice how interest and unfranked dividends shield the net cash flows from corporate tax,
while franked dividends and capital gains do not. By combining the demand condition in
(7.34) with the supply condition in (7.36), we obtain an equilibrium condition
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(7.37)

While every consumer is indifferent between cash distributions as interest and dividends,
some tax preferences remain under the imputation tax system.

i All shareholders prefer to have unfranked income paid as capital gains rather than divi-
dends because they are taxed at lower personal rates. Each dollar paid as capital gains
generates consumption expenditure of while as dividends they generate less con-
sumption expenditure, Indeed, this confirms the important role played by the 
corporate tax when firms cannot tax capital gains on accrual.

ii Some high-tax consumers (with ) can have a tax preference for equity income paid
as capital gains even though it is taxed twice. They become equity specialists such as
those identified earlier in the Miller equilibrium, with

While dividend imputation makes debt specialists marginal investors for interest and
franked dividends, it has no impact on equity specialists facing the same combination of
corporate and personal taxes. Clearly, if capital gains were granted credits for corporate tax
every investor would prefer them as they would be subject to lower personal tax rates than
cash distributions as dividends and interest. Indeed, that is why investors prefer unfranked
income to be paid as capital gains rather than dividends.

Dividend imputation is an ingenious solution to the problems we encounter when taxing
capital gains because it collects tax revenue on corporate income as it accrues using the
corporate tax. By crediting this revenue back to shareholders on income paid to them as
dividends, it removes the double tax on dividends without making capital gains preferable
for shareholders with personal tax rates less than or equal to the corporate tax rate. It also
acknowledges the untaxed income of corporate firms due to differences in measured and
economic income. Benge and Robinson (1986) analyse a number of other important issues
not examined here. In particular, they look at transitional effects and the taxation of income
paid to foreign shareholders. They also stress the importance of setting the top marginal
personal tax rate at or below the corporate tax rate to reduce the incentive for tax arbitrage.

Problems

1 Consider a tax on corporate income (tC) where the tax base is income after deducting
depreciation and interest payments on debt. This is a classical corporate tax base where
dividends are subject to tax but interest payments on debt are not. (Assume each firm is
a price-taker in the capital market.)
i Determine how the market value of the representative corporate firm is affected by

changes in its leverage. Is there an optimal debt–equity mix (i.e., choice of leverage)
for the firm?

ii What is economic depreciation and why in practice do measured depreciation allowances
differ from economic depreciation allowances?
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2 Let be the random net cash flows of a firm.
i Use the CAPM to derive the firm’s market value when it issues risky debt at a cost of ĩB,

and risky equity at a cost of ĩE. Derive the firm’s market value when it issues risk-free debt.
Demonstrate that for both types of debt the value of the firm is independent of its finan-
cial leverage. Describe the role of the CAPM in project evaluation.

ii Explain why the firm’s equity becomes more risky when it issues more risk-free debt.
Why then does MM leverage irrelevance hold? Does its equity become more risky
when the extra debt is risky?

3 Capel Court is a mining company in the north-west of Australia with a current market
value (V) of $6000 million. This is the summed value of its debt and equity and is com-
puted using the CAPM when the expected net cash flow in 12 months is $612m and
the risk-free user cost of capital cF = 0.10.

i Calculate the total risk premium Capel Court pays to the capital market when the
CAPM holds. Explain how this premium is computed and calculate the covariance
between the net cash flow and the return on the market portfolio (i.e., Cov( , ĩM))
when the return on the risk-free asset is i = 0.06 and the expected return on the market
portfolio is ĩM = 0.14 with a standard deviation of sM = 0.4.

ii Use the information provided above to obtain the CAPM equation for pricing risky
assets. Carefully explain why assets are priced in this way. What is the expected return
on a risky asset (k) when it has a correlation coefficient with the return on the market
portfolio of rkm = 0.6 and a standard deviation of σk = 0.5?

iii Compute the current market value of the total equity issued by Capel Court when its
debt is risk-free and equity is expected to pay a return of ĩE = 0.08 based on the CAPM
equation in part (ii) above. What is Capel Court’s debt–equity ratio? Explain how the
share price would change with a fall in this debt-equity ratio.

4 Consider two firms with the following information about their cash flows and leverage.

Firm K Firm J

$840m $950
βx $1600m $1000m
b 0.8 0.75

i Use the CAPM to compute the current market value of each firm when ĩM − i = 0.15
and cF = i −ΦF = 0.10. Explain your workings. Find the share of the project risk bond-
holders bear in each firm when both firms pay a risk premium on debt of 0.01.
Calculate the risk premium paid on each dollar of equity for both firms and explain 
how it is measured by the CAPM. In particular, explain how risk is measured and
priced.

ii Now suppose the two firms are merged into a single new firm G which takes over their
debt without changing its expected return and converts their equity into its own new
shares. If the mean and the variance of the aggregate net cash flows are unchanged by
the merger, what share of the project risk will shareholders bear in firm G, and what
will the risk premium be on each dollar of its equity? Calculate the expected user cost
of capital for firm G and explain what it measures. Is it possible for the value of the
firm to rise when the aggregate expected net cash flows fall after the merger? (Assume
the CAPM holds.)

iii Explain why the value of these firms is unaffected by their leverage policies when the
CAPM holds and then identify circumstances where leverage policy remains irrelevant
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even though the CAPM fails to hold. What are the important assumptions for MM
leverage irrelevance?

5 MM leverage irrelevance totally ignores the fact that as you borrow more, you have to pay
higher rates of interest. Do you agree with this statement?

6 Derive an expression for a corporate firm’s user cost of capital when there is uncertainty
and a classical corporate tax.

i How does the tax affect the equilibrium expected returns on debt and equity? Can the
expected return on equity be higher?

ii When does the cost of capital depend on leverage in a competitive capital market?
iii Identify government policies that directly impact the user cost of capital.
iv In the absence of the corporate tax do bankruptcy costs result in an all-equity equilib-

rium in the capital market?
7 The Miller equilibrium relies on personal taxes to explain the presence of equity when

firms are subject to classical corporate tax.
i Illustrate this equilibrium in the debt–equity space for a corporate tax of 40 per cent

when there are investors in each of the following three personal tax brackets:

Tax Marginal cash Marginal capital 
brackets tax rate (%) gains tax rate (%)

A 25 15
B 52 20
C 64 30

(Assume all the tax rates are constant and endowed on consumers. To read the table
note that the investor in bracket A has a tax rate on cash distributions of 25 per cent,
and a tax rate on capital gains of 15 per cent.) Explain why, in this equilibrium,
investors only hold their tax-preferred securities when there is uncertainty. Consider
whether tax arbitrage would be possible and identify two ways it can be constrained.
What would happen in the absence of such constraints?

ii Re-do part (i) when there are no investors in the tax bracket B. Consider whether MM
leverage irrelevance holds for individual firms in this setting. Identify the conditions
that are crucial to this irrelevance result.

iii Re-do part (i) when the corporate tax rate is 50 per cent. Does MM leverage irrele-
vance hold for individual firms under these circumstances? Illustrate your answer in
the debt–equity space.

8 Taxes on income paid to shareholders and bondholders have important impacts on the
user cost of capital for corporate firms.

i Examine the way changes in financial structure affect the value of corporate firms when
there is a 30 per cent classical corporate tax and marginal cash tax rates of 
20 per cent for low-tax investors and 50 per cent for-high tax investors. For both groups of
investors the marginal tax on capital gains is 50 per cent of their marginal cash tax rate.
Compute the after-tax consumption flow to investors from a dollar of income paid as inter-
est, dividends and capital gains, and identify their tax preferences for debt and equity.
Consider how the user cost of capital and financial structure are affected when the corpo-
rate tax is raised from 30 per cent to 40 per cent. (Assume there is certainty, the capital
market is competitive and there are no leverage-related costs.)

ii How would your answer in part (i) above be changed by the introduction of an imputation
tax system that provides tax credits for any corporate tax collected on dividend income?
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Identify circumstances where investors will have tax preferences for capital gains over
dividends under the imputation tax system.

9 In most countries corporations pay tax on shareholder income. This income is also sub-
ject to personal tax when it is realized by shareholders. (Assume there is certainty when
answering the following questions.)

i Carefully explain the dividend puzzle by summarizing the after-tax income investors
receive on corporate income paid as interest, dividends and capital gains when there
are two groups of investors who are separated by their marginal personal tax rates.
Within each group investors face the same tax rates; group 1 have a personal cash tax
rate of while group 2 have a personal cash tax rate of Both groups
have marginal tax rates on capital gains that are half their respective marginal cash
tax rates, and the corporate tax rate is tC = 0.3. Explain why governments tax equity
income twice.

ii Derive an expression for the user cost of capital when corporate firms sell debt and
equity to the investors in part (i). Consider whether firm leverage decisions will affect
their market value in this setting. What is the market rate of return on equity when
the interest rate on corporate debt is 10 per cent?

iii Explain how share repurchase constraints are used to solve the dividend puzzle.
Demonstrate the way inter-corporate equity undermines this explanation.

iv Derive the after-tax income in part (i) when corporate tax is credited back to share-
holders against their personal tax liabilities on dividends. How will this affect the
relationship between the market rates of return to debt and equity?

10 Consider an economy where half the investors have a marginal personal tax rate on cash
distributions of while the other half have a cash tax rate of (When
answering the following questions assume there is certainty, no transactions costs and
the capital market is competitive.)

i Find the personal tax rates on capital gains that would make each group of investors
indifferent between debt and equity when there is a classical corporate tax rate of tC

= 0.25. (Assume there is certainty and no transactions costs, all investors pay income
taxes and all investment is undertaken by corporate firms.) Now suppose both groups
of investors have a marginal personal tax rate on capital gains of tG = 0.15. Identify
any investor tax preferences for the way firms distribute their income in the presence
of these taxes and explain what this means for the aggregate debt–equity ratio in the
economy. Consider whether changes in leverage by individual firms will affect their
market valuations under these circumstances.

ii Examine the way investor tax preferences are affected by abolishing the corporate
tax in part (i) above, and then explain why the Australian government adopted the
imputation tax system instead. Identify circumstances where investors have tax pref-
erences for the way corporate firms distribute income under the imputation tax
system.

11 When equity income is double-taxed under a classical corporate tax system there is a tax
bias against equity in favour of debt. The Australian government took steps to remove
this bias by introducing dividend imputation; companies pay corporate tax on their
income, and it is credited to shareholders as an offset to any personal tax they are liable
to pay on dividends. When the company pays dividends (iD), shareholders gross them up
by any corporate tax paid (iD/(1−tC)) and this is used to determine their personal tax 
liability. The after-tax return to shareholders on a dollar of fully franked dividends is

tB
H = 0 75. .tB

L = 0 25. ,

tB
2 0 3= . .tB

1 0 5= . ,
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where is the marginal personal tax rate which rises in steps with income. If personal
tax payable under this calculation is equal to the corporate tax already paid, sharehold-
ers pay no personal tax on dividend income; it is subject just to corporate tax. (Assume
initially that no capital gains are paid by firms to consumers, that is, all equity income
is paid as cash dividends.)

i Compute the tax payable (or tax credit received) by shareholders on fully franked 
dividends.

ii Derive the demand and supply relationships between equilibrium security returns
when consumers can utilize all their corporate tax credits. Are there any tax cliente-
les like those identified in the Miller equilibrium? (Assume there is certainty.)

iii Can you identify any tax clienteles like those identified in the Miller equilibrium
when there are some shareholders who cannot utilize all their corporate tax credits
(when )? (Assume there is certainty.)

iv Why is there a distinction between franked and unfranked dividends? (Franked dividends
are paid from income which has been taxed at the corporate tax rate, while unfranked
dividends are paid from income which has not been taxed at the corporate rate.)

v Explain how the inclusion of capital gains affects your answer in (iii) above when
they are subject to personal tax on realization rather than accrual.

vi Can you provide reasons why the Australian government chose dividend imputation
rather than to abolish the payment of the corporate tax altogether?

12 In the Miller equilibrium under certainty, firm capital structure choice is irrelevant
because there are marginal investors who are willing to hold debt and equity. All other
investors form clienteles holding just one of the securities determined by their tax pref-
erences. Explain how the Miller equilibrium obtains with uncertainty where consumers
have tax and risk preferences for corporate securities. Why in practice do consumers
hold bundles of debt and equity when they have a tax preference for one of them? Does
this mean that MM leverage irrelevance fails?

13 i Examine the Miller equilibrium in a certainty setting, and explain why MM leverage
irrelevance holds. Extend the model to uncertainty with no marginal investors to 
provide a critical evaluation of the statement by Edwards. Carefully explain how risk
and tax preferences are satisfied in the Miller equilibrium when investors divide into
strict tax clienteles.

ii Consider the effects on the Miller equilibrium of an imputation tax system where share-
holders receive tax credits for corporate tax collected on income distributed as dividends.
Derive the equilibrium relationship between the market rates of return on debt and equity,
and illustrate this in the aggregate debt–equity space. Explain the equilibrium outcome in
a series of steps by starting with no taxes, and then introduce the corporate tax followed
by the personal taxes. Identify investor tax preferences for securities when there are 
high-tax investors and no tax credits received on income paid as capital gains.

14 The following quotation taken from Edwards’ (1989, p. 162) is a summary of the finance
literature on corporate leverage decisions:

Auerbach and King (1983) show that the Miller equilibrium requires the existence 
of certain constraints on investors: without such constraints (on, for example, 
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borrowing and short-selling) questions arise concerning the existence of an equilib-
rium, for with perfect capital markets realistic tax systems provide opportunities for
unlimited arbitrage at government expense between investors and firms in different
tax positions. Auerbach and King also show that the combined effect of taxation and
risk is to produce a situation in which gearing is relevant. With individual investors
facing different tax rates and wishing to hold diversified portfolios the Miller equi-
librium can no longer be sustained: investors who on tax grounds alone would hold
only equity may nevertheless hold some debt because an equity-only portfolio would
be too risky.

Carefully evaluate this statement. In particular, assess the proposition that the Miller
equilibrium cannot be sustained in the presence of risk when investors have tax prefer-
ences for debt and equity. Explain why investors will hold only their tax-preferred 
securities in this setting when the capital market is not double-complete. Why are short-
selling constraints used in the Miller equilibrium? Examine the impact of leverage on
firm values when there are no marginal investors.
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8 Project evaluation and the 
social discount rate

In competitive economies without taxes and other market distortions, private and public
sector projects are evaluated in the same way (when distributional effects are not taken into
account). That is, their future net cash flows are discounted using the same marginal 
opportunity cost of time and risk. In reality, however, a number of market distortions and
distributional effects drive wedges between social marginal valuations and costs where 
different rules are used to evaluate private and public projects. Taxes and subsidies are the
most familiar distortions, but others include externalities, non-competitive behaviour and
the private underprovision of public goods. In this chapter we evaluate public projects where
the government provides a pure public good in a tax-distorted economy with aggregate
uncertainty. The analysis is initially undertaken in a two-period setting with frictionless
competitive markets where consumers have common information and trade in a complete
capital market.

This chapter consists of two sections: the first isolates conditions for the optimal 
provision of a pure public good in each time period, while the second derives the social 
discount rate for public projects in the presence of tax distortions. To make the analysis less
complicated we assume the public goods are only supplied by the government, which 
maximizes social welfare.1 One can think of the public good as national defence which, 
by law, cannot be supplied by private traders in most countries. Initially we obtain
Samuelson conditions for the optimal provision of the public goods (Gt) in each time period
(t = 0,1) without taxes and other distortions. This familiar condition equates the current 
value of the summed marginal consumption benefits from a public good to the
current value of its marginal production cost (MRTt). When the consumption benefits 
and resource costs from providing the public good in the second period are risky they 
are discounted using a stochastic discount factor which is the same for all consumers 
and firms.

In the presence of taxes on market trades the optimality conditions for public goods
change whenever resources are reallocated in distorted markets. We derive the Samuelson
conditions when the government raises revenue with lump-sum taxes, but in the presence of
distorting trade taxes. There are additional welfare effects when the projects impact on activ-
ity in tax-distorted markets. They can raise or lower welfare, and are not taken into account
by the private sector when evaluating projects. The analysis is then extended by deriving
revised Samuelson conditions when the government raises revenue with the distorting trade
taxes. Their marginal excess burden increases the marginal social cost of public funds and
reduces the optimal supply of the public goods. In an intertemporal setting projects in one
period can affect economic activity in both periods, where additional welfare effects from
changes in taxed activities affect the optimal supply of the public goods.

( )MRSGt



In Section 8.2 we derive the social discount rate in the presence of a tax on capital
income. This measures the extra future consumption expenditure generated by saving
another dollar of capital in the first period. Since the income tax distorts intertemporal con-
sumption choices the private discount rate deviates from the social discount rate. To make
the analysis less complex, and to focus on a number of key issues, we assume the tax rate is
the same for all consumers and applies to all capital income. In practice, consumers have
different marginal tax rates, and taxes differ across capital assets. For example, consumers
in most countries face progressive marginal personal tax rates on income, with higher tax
rates on cash distributions, such as dividends and interest, than on capital gains. Moreover,
equity income is double-taxed under a classical corporate tax system, once at the corporate
rate and then again at the personal tax rates of shareholders. While these are important
aspects of taxes in most countries, a much simpler tax system is adopted here to focus 
on the way income taxes in general impact on the social discount rate. This allows us 
to anticipate how the social discount rate will change under more realistic tax systems.

There has been considerable controversy over what discount rate to use when evaluating
public projects in the presence of income taxes and risk. In a two-period certainty setting,
Harberger (1969) and Sandmo and Drèze (1971) find the social discount rate is a weighted
average of the borrowing and lending rates of interest in the presence of a uniform income
tax. By including additional time periods, Marglin (1963a,1963b) finds it should be higher
than the weighted average formula, while Bradford (1975) finds it should be approximately
equal to the after-tax interest rate paid to savers. Sjaastad and Wisecarver (1977) show how
these differences are explained by the treatment of capital depreciation. In a common infor-
mation setting where private saving rises to replace depreciation of public capital the 
discount rate becomes the weighted average formula in a multi-period setting. Marglin
assumes there is no adjustment in private saving so that depreciation allowances are con-
sumed, while Bradford adopts a Keynesian consumption function which makes saving a
constant fraction of aggregate income, thereby precluding endogenous changes in private
saving to offset depreciation in public capital. Since optimizing agents make consumption
choices in each time period based on their wealth, a Keynesian consumption function seems
unsuitable. Private wealth depends on the expected benefits generated by publicly provided
goods and services and the taxes levied to fund them. However, it seems unlikely in practice
that consumers correctly compute the expected depreciation on every item of public capital,
where the discount rate will exceed the weighted average formula.

Samuelson (1964), Vickery (1964) and Arrow and Lind (1970) argue the social discount
rate should be lower on public sector projects because the government can raise funds at
lower risk. They claim the public sector can eliminate diversifiable risk and spread aggre-
gate uncertainty at lower cost than the private sector. Bailey and Jensen (1972) argue these
claims are implicitly based on distortions in private risk markets which the public sector can
overcome more effectively. They contend, however, that the reverse is much more likely in
practice. That is, private markets are likely to provide the same or better opportunities for
trading risk, and at lower cost, as private traders are specialists facing better incentives than
the public sector.

The analysis commences in Section 8.1 using a two-period model of a tax-
distorted economy with aggregate uncertainty. A conventional welfare equation is obtained
for changes in the provision of the pure public goods and distorting trade taxes in each time
period. The Samuelson conditions for these goods are obtained under different funding
arrangements to examine the role of tax distortions and risk on optimal policy choices. The
model is extended in Section 8.2 by including a tax on capital income. It is used to derive
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the weighted average formula for the social discount rate before using the analysis in Bailey
and Jensen to reconcile the different discount rates obtained by Marglin and Bradford.
Finally, we summarize the claims made by Samuelson, Vickery, and Arrow and Lind that the
social discount rate should be lower when projects are risky.

8.1 Project evaluation

To illustrate the impact of time and risk on project evaluation we simplify the two-period
Arrow–Debreu model examined in Chapter 3 by adopting a single private good (x) and
introducing a pure public good (G).2 In previous chapters tax revenue was returned to con-
sumers as lump-sum transfers, but now we introduce a government budget constraint to
accommodate public spending. The analysis is undertaken in a competitive equilibrium where
consumers with common information maximize time-separable expected utility functions by
trading in a complete capital market. In this setting the problem for each consumer is to

(8.1)

with and Scarcity in the
economy is defined by endowments of the private good in each period, and ,
where the second-period endowments are state-contingent. Output in the second period is
also state-contingent, and the good trades in competitive markets in both periods at equi-
librium prices p0 and ps for all s, respectively. All consumers are net suppliers in the first
period, with for all h, where the market value of their saving ( for all h)
is invested in private firms who make state-contingent payouts of in the second period.
There are taxes on market trades, where net supplies in the first period are subject to spe-
cific tax t0 and net demands in the second period (with for all h) are subject
to specific tax t1.4 Supply of the public good in both periods is exogenously determined by
the government and is constant across states of nature.

Finally, the government makes lump-sum transfers to consumers in each period of and
for all s, respectively. They are used in a conventional Harberger (1971) cost–benefit

analysis to separate the welfare effects of marginal changes in each policy variable. For
example, when the government increases the supply of a public good, and funds it using a
distorting tax, we separate the welfare effects of each component of the project by making
lump-sum transfers to balance the government budget. The welfare effects from extra output
of the public good are separated from the welfare effects from marginally raising the tax 
to fund its production cost, where the transfers allow them each to be computed with a bal-
anced government budget.5 The final change in the distorting tax is determined by combining
these separate components inside the project, where the tax change balances the government
budget and offsets the hypothetical lump-sum transfers used to separate the welfare changes.6

If we write the state-contingent payouts to saving as psys
h = (1 + is)p0 z 0

h, and use the first-
order condition in the consumer problem in (8.1) for optimally chosen saving, we obtain
state-contingent discount factors of
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where and are Lagrange multipliers on the budget constraints in (8.1), and δ the
measure of impatience, with 0 < δ ≤ 1. In a complete capital market consumers and firms
use the same discount factors, where optimally chosen investment satisfies

(8.3)

Resource flows through the public sector are summarized by the government budget 
constraints in each time period, where:

(8.4)

with endowments and consumption of the private good and the lump-sum transfers 
aggregated over consumers.7 We assume that the marginal cost to government revenue of
producing each public good is constant, with MRT0 = p0 and MRTs = ps for all s.8 Thus,
there is risk in the cost of producing the public good in the second period.

In a competitive equilibrium the government balances its budget and producer prices
adjust endogenously to equate demand and supply for the private good in each time period
and in each state, where the respective market-clearing conditions are and 

for all s. These equilibrium prices also equate aggregate saving and 
aggregate investment, with .

8.1.1 A conventional welfare equation

In the following analysis projects are evaluated as combinations of marginal changes in the
exogenous policy variables G0, G1, t0 and t1.9 Their impact on individual consumers is obtained
by totally differentiating the constrained optimization problem in (8.1) at an interior solution
and using the stochastic discount factors in (8.2), where the dollar change in expected utility is10

(8.5)

with dq0= dp0 − dt0 and dqs= dps+ dt1 being changes in the consumer prices of the private
good, and and the consumption 
benefits from marginal increases in the public good.

Despite its apparent complexity, the terms in (8.5) are familiar changes in private surplus.
Higher consumer prices make consumers better off in the first period when they are net sellers
of the private good, with , and worse off in the second period when they are
net consumers, with Endogenous changes in producer prices affect con-
sumers by impacting on their share of profits in private firms, where higher prices make
them worse off in the first period by raising the input cost, with , and better off
in the second period by increasing sales revenue, with for all s. Extra output ofy dps
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the public goods endow consumption benefits on consumers, with and
for all s, while lump-sum transfers raise private surplus directly by increasing

their money income, with and for all s. Most of these changes in private 
surplus are transfers between consumers and producers, and between the private and public
sectors of the economy, where, in the absence of distributional effects, they have no impact
on aggregate welfare. Thus, once we aggregate the welfare changes in (8.5) over consumers
and use the government budget constraints in (8.4) to solve the revenue transfers, the final
welfare changes are determined by changes in final consumption. And that makes sense
because consumers ultimately derive utility from consuming goods. There are additional
welfare changes when the transfers of private surplus have distributional effects.

At this point we must decide how to aggregate the welfare changes in (8.5) using a social
welfare function. A large literature looks at deriving them as functions of non-comparable
ordinal utility functions assigned to consumers. Since they do not contain enough informa-
tion to allow interpersonal comparisons, we follow the conventional approach and use 
a Bergson–Samuelson individualistic social welfare function.11 This is a mapping over 
fully comparable cardinal utility functions when consumers derive utility from their own
(individual) consumption bundle, with W(EU 1, EU 2, ... , EU H), where the aggregate welfare
change solves

(8.6)

with being the distributional weight; this is the change in social welfare
from marginally raising the income of each consumer h.12 In a conventional Harberger
analysis consumers are assigned the same welfare weights on the grounds that aggregate
dollar gains in expected utility can be converted into Pareto improvements through a lump-
sum redistribution of income. For most policy changes there are winners and losers, but
aggregate gains can be converted into Pareto improvements by transferring income from
winners to compensate losers.13 Thus, they represent potential Pareto improvements.

A conventional welfare equation is obtained by assigning the same distributional weights
to consumers in (8.6), with βh = 1 for all h, and using the market-clearing conditions for the
private good in each time period, the dollar changes in expected utility in (8.5), and the 
government budget constraints in (8.4), to write the aggregate welfare change as

(8.7)

All the policy changes examined in following sections will be solved using this welfare
equation. Direct welfare changes from marginal increases in the public goods are isolated
by the net benefits in the first and third terms, where consumers have consumption benefits
(MRS) endowed on them less the reductions in private surplus when the government 
balances its budget to fund the production costs (MRT). Net benefits in the second period
are discounted to cover the opportunity cost of time and risk. The remaining terms in (8.7)
capture welfare effects from endogenous changes in tax-distorted activities. Whenever
policy changes expand taxed activities the extra tax revenue isolates welfare gains from
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undoing the excess burden of taxation. For example, the welfare change from marginally
raising trade tax t0 is

(8.8)

where the first term is the conventional measure of the marginal welfare cost of taxation
illustrated as the cross-lined rectangle A in the left-hand panel of Figure 8.1. It isolates the
increase in the familiar deadweight loss triangle when the net supply of the private good falls
in the first period. If current and future consumption of the private good are gross comple-
ments then the tax change also increases future demand, where the extra tax revenue is the
welfare gain illustrated as the cross-lined rectangle B in the right-hand panel of Figure 8.1.15

It is a related market effect from the tax change, where the final welfare change is A − B. If
the extra revenue in B exceeds the welfare loss in A, the tax change actually raises welfare.

8.1.2 Optimal provision of pure public goods

Now we are ready to find the optimality conditions for the provision of the public goods.
The original Samuelson condition was derived in an economy free of any distortions where
the summed marginal consumption benefits from the last unit of the public good supplied
is equated to its marginal production cost, with MRS = MRT. We extend the analysis to an
economy with tax distortions, and then obtain a revised Samuelson condition when the 
government raises its revenue using them. One obvious extension is to include time and risk
in the analysis.

The Samuelson condition in an economy without distortions

The original Samuelson condition is obtained by evaluating a public project that margin-
ally increases the supply of a public good in an economy without market distortions,
where at a social optimum the net welfare change is zero. For the public goods supplied
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Figure 8.1 Welfare effects from marginally raising the trade tax in the first period.
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in each time period we use the conventional welfare equation in (8.7), with t0 = t1= 0,
where we have

(8.9)

Thus, in an economy free of any distortions and distributional effects, the Samuelson con-
ditions, are:

(8.10)

The first of these is the original Samuelson condition which was obtained in a single
period certainty setting, while the second one extends it to an intertemporal setting with
uncertainty. In the absence of risk, the second condition also collapses to the original 
condition, with ms = δ = 1/(1 + i) for all s and MRS1/(1 + i) = MRT1/(1 + i), where i is the
risk-free interest rate, so that MRS1 = MRT1. The same thing happens when consumers are
risk-neutral, although the Samuelson condition is state-contingent, with ms = δ = 1/(1 + i)
for all s and MRSs /(1 + i) = MRTs /(1 + i) for all s, where MRSs = MRTs for all s. Risk plays
no role in the analysis if the summed consumption benefits and marginal production costs
are perfectly positively correlated as they are discounted using the same discount rate.
When they are less than perfectly correlated the expected consumption benefits can devi-
ate from the expected marginal production cost in each state, with ΣsπsMRSs ≠ ΣsπsMRTs,
due to differences in the risk premium in their different discount factors. If the consump-
tion benefits are more risky, we must have ΣsπsMRSs > ΣsπsMRTs to compensate 
consumers for the extra risk, while the reverse applies when the production costs are 
more risky.

In practice, many public goods are capital projects where governments incur production
costs that generate consumption in later periods. Thus, each dollar of benefits has a lower
current value than the costs due to the opportunity cost of time (and risk). If the production
costs are incurred in the first period the optimal provision of the public good in the second
period satisfies ΣsπsmsMRSs = MRT0, where expected benefits must exceed expected costs
(even in the absence of risk), with ΣsπsMRSs > MRT0, to compensate consumers for the
opportunity cost of time.

The Samuelson condition in a tax-distorted economy

Welfare effects of public projects are rarely confined to markets where they have direct
effects. For the public good projects being considered here there are direct consumption
benefits for consumers and production costs which impact directly on the government
budget. But this changes the real income of consumers and affects their demands for other
goods and services. When these related markets are subject to taxes and other distortions
there are additional welfare effects that can affect the optimal supplies of the public goods.
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Once we introduce distorting trade taxes, the welfare effects for the two projects at a social
optimum are obtained using the conventional welfare equation in (8.7) as

(8.11)
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Box 8.1 An equilibrium outcome in the public good economy

Numerical solutions are derived here for equilibrium outcomes in a public good economy with a
single aggregated consumer in a two-period certainty setting. When the consumer can trade a risk-free
security in a frictionless competitive capital market the optimization problem is summarized as

where q0 = p0 − t0 and q1 = p1 + t1 are consumer prices of the private good in each respective time
period, δ = 1/(1 + i) the rate of time preference and T the present value of tax revenue collected
by the government. Notice there is no endowment of the private good in the second period here,
where some of the current endowment of x–0 = 500 is allocated to future consumption expenditure
by trading the risk-free security at market interest rate i = 0.03. Thus, saving in the economy is
equal to . To simplify the analysis we adopt a linear production possibility
frontier to hold producer prices constant at the constant marginal cost of production in each
period. Since the private good can be stored and transferred to the second period at no cost, its
producer price is higher by the interest rate, with p0 = 1 and p1 = p0(1 + i) = 1.03. With log util-
ity the ordinary (Marshallian) demands for the private good in each period are

The general equilibrium (Bailey) demand schedules are obtained by substituting aggregate
income, , into these ordinary demand schedules. Thus, even in
circumstances where consumer prices are unaffected by policy changes, income effects will
flow through the government budget constraint. For example, extra output of public goods
funded by lump-sum taxation will impact directly on the government budget constraint through
the increased production costs, and indirectly through endogenous changes in taxed activities.

First-best solution: When the government uses lump-sum taxation to fund its spending the 
equilibrium allocation is summarized as follows:

Trade taxes (%) Public goods Bailey demands

t0 t1 G0 G1 x0 x1

0 0 127 123 127 123

This gives the consumer the largest possible utility of from the initial endowment
of the private good. Any other policy choices will lower utility. It may be possible to raise
aggregate welfare in an economy with heterogenous consumers by redistributing income
between them when they have different distributional weights in the social welfare function.
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where dT/dG0 and dT/dG1 are the present value of endogenous changes in tax revenue.16

These related market effects were initially identified by Diamond and Mirrlees (1971) and
Stiglitz and Dasgupta (1971). Atkinson and Stern (1974) named them spending effects,
which Ballard and Fullerton (1992) and Kaplow (1996) argue can reduce the marginal cost
of supplying public goods thereby raising the optimal level of government spending. This is
confirmed by the Samuelson conditions obtained from (8.11), where

(8.12)

When each project raises additional tax revenue by expanding taxed activities, with 
dT0/dG0 > 0 and dT/dG1 > 0, the spending effects reduce the size of the government budget
deficit, where, at a social optimum, we have MRS0 < MRT0 and ΣsπsmsMRSs < ΣsπsmsMRTs,
respectively. With diminishing marginal valuations the optimal supplies of the public goods
are larger in these circumstances.17

The first optimality condition in (8.12) is illustrated in Figure 8.2, where it is assumed
that the project expands taxed activities in both time periods and in each state, with

.18

The summed marginal consumption benefits are the cross-lined area C (with MRS0 = C ),
while the production cost is the present value (PV(·)) of the reduction in consumption of the
private good isolated by the shaded rectangles, with MRT0 = D – PV(E). In the presence of
the trade taxes there is a positive spending effect isolated in the cross-lined rectangles as
dT/dG0 = A + PV(B); it is the welfare gain from expanding taxed activities.

It is possible to illustrate the spending optimality condition in (8.12) using the same 
diagrams, but as the analysis is similar it will not be repeated here. The main difference
arises from the need to discount the consumption benefits and production costs for the
opportunity cost of time and risk.
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Figure 8.2 The Samuelson condition in the first period.
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Box 8.2 Estimates of the shadow profits from public good production

We introduce trade taxes into the two-period certainty economy in Box 8.1 and evaluate the 
following equilibrium allocation that generates utility of .

Trade taxes (%) Public goods Bailey demands

t0 t1 G0 G1 x0* x1*

20 10 85 70 202 143

Aggregate utility can be raised whenever the shadow profit from marginally increasing each
public good is positive. When extra output is funded using lump-sum taxation, we have

We obtain π0 by first computing the dollar value of the (summed) marginal utility it generates:

where 1/G0 is the marginal utility from extra output of the good and 1/λ = 0.00618149 ≈
$161.77 is the dollar value of a marginal increase in utility. Even though prices are unaffected
by the project there are income effects that impact on the demands for private goods, where the
endogenous change in tax revenue solves

with the change in aggregate income being

Notice how the income effect feeds through the ordinary demand functions where the con-
sumer chooses private goods facing given prices and money income. After substituting the
change in aggregate income, we have

with

Thus, the shadow profit above is decomposed as

There are similar workings for calculating the shadow profit of G1. In total, both projects raise 
utility by approximately $2.30. In a more general analysis with a non-linear aggregate produc-
tion frontier, the equilibrium price changes are solved using the market-clearing conditions for
each good. For an example of the calculations, see Jones (2005).
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The revised Samuelson condition in a tax-distorted economy

Governments rarely, if ever, raise revenue with non-distorting taxes. Indeed, it is difficult to
find taxes on activity that are non-distorting as few goods are fixed in supply, especially in
the long run when resources can be moved between most activities. Poll taxes are perhaps
the closest thing to non-distorting taxes but they are politically unpopular. Pigou (1947) 
recognized that governments raised most of their revenue using distorting taxes with excess
burdens that reduce the optimal level of government spending by raising the marginal social
cost of public funds. We can confirm this reasoning by using the conventional welfare 
equation in (8.7) to compute the welfare effects for the two public good projects when they
are funded with revenue raised with distorting trade taxes, as

(8.13)

where the marginal social cost of public funds (MCF) for each tax measures the current
value of the direct cost to private surplus from transferring a dollar of revenue to the 
government budget, with

(8.14)

These are conventional Harberger (1964) measures of the MCF where the welfare effects of
tax changes are separated from the welfare effects of government spending funded by the
extra tax revenue.19 We derive them by using the conventional welfare equation in (8.7) to
compute the marginal excess burden of taxation (MEB) for each tax and adding them to
unity, with MCF = 1 + MEB, where MEB is the marginal welfare loss on each dollar of tax
revenue raised.20 We demonstrate this for tax t0 using Figure 8.3, where

The welfare loss from marginally raising the tax is the cross-lined rectangle in a, while the
extra tax revenue is b + c − a. Thus, each dollar of revenue the government collects by using
this tax will have an excess burden of MEB0.

Whenever the government uses tax t0 to fund the budget deficit it is multiplied by MCF0

to account for the excess burden of taxation, where consumers lose a dollar of surplus on
each dollar of revenue raised plus MEB0 due to the excess of burden of taxation. Thus, in
project evaluation the MCF is used as a scaling coefficient on revenue transfers made by the
government to balance its budget. It is illustrated in Figure 8.3 as
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where private surplus falls by b + c when the government collects tax revenue of b + c − a.
If the net supply of the private good is fixed there is no welfare loss from the tax and the
MCF is unity. Thus, each dollar of revenue the government raises will reduce private 
surplus by a dollar. Once the tax change drives down activity the fall in private surplus is
larger than the revenue raised.

The revised Samuelson conditions are obtained from (8.13) as

(8.15)

It is more costly for the government to fund budget deficits when the MCF exceeds unity,
so the optimal supply of each public good will fall (relative to the optimal supplies deter-
mined by (8.12)). Since the terms inside the brackets measure the changes in the budget
deficit, they are multiplied by the MCF for each trade tax. The welfare changes for the first
optimality condition in (8.15) are illustrated in Figure 8.4 when the project has no net impact
on trades of the private good. Thus, the reduction in net demand from the higher consumer
price is undone by the net increase in demand resulting from extra output of the public good.21

In this special case the welfare loss from increasing the tax to balance the government
budget by raising revenue D + E exactly offsets the spending effect in the cross-lined area A,
where the revised Samuelson condition can be summarized, as
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Figure 8.3 The revised Samuelson condition in the first period.
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Box 8.3 Estimates of the marginal social cost of public funds (MCF)

The MCF provides important information for policy-makers because it tells them how much 
private surplus falls when the government raises a dollar of tax revenue. This loss in private 
surplus exceeds tax revenue when distorting taxes are used, where the excess burden is mini-
mized when all taxes have the same MCF. In the single (aggregated) consumer economy exam-
ined earlier in Box 8.2, the MCFs for the two trade taxes are

Thus, the government could increase aggregate utility by raising more of its revenue with t0

instead of t1. We will summarize the workings for computing MCF0, where the reduction in pri-
vate surplus from marginally raising tax t0 is computed, using the Bailey demand schedule, as

The change in tax revenue solves

with xt (·) ∫ xt (q0, q1, I) being the ordinary (Marshallian) demands in each time period t = 0,
1. With fixed producer prices, we have dq0/dt0 = −1, where the change in aggregate income

solves

After substitution, and using the Slutsky decomposition, we have:

where θ = − t0 (∂x0 (·)/∂I) + t1(∂ x1 (·)/∂I) ª −0.0820645 isolates the income effects. The com-
pensated demand functions for the private goods are

where and , for u0 = 18.6936, q0 = 0.80, q1 = 1.133,
G0 = 85 and G1 = 70. By combining these welfare changes, we have
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Figure 8.4 MCF for the trade tax in the first period.

–x0 − x0

z0 + G0
p0 − t0

p0

p0

dx0

dG0
= 0

G0

D

A

dG0

dG0

MRS0

E

C

There are other ways of financing the budget deficit for each project when the government
can transfer resources over time by trading bonds. For example, it could sell bonds to fund
extra output of the public good in the first period and then redeem them by raising the trade
tax in the second period. We would then use MCF1 instead of MCF0 in the Samuelson 
condition above, which is an attractive alternative when MCF1 < MCF0 However, the MCF
is independent of the tax used to balance the government budget when taxes are (Ramsey)
optimal, with MCF1 = MCF0.

Box 8.4 Estimates of the revised shadow profits from public good production

In Box 8.p2 we computed the shadow profit for each public good when the extra outputs were
funded using lump-sum taxation. But they were measured in the presence of distorting trade
taxes, which suggests the government cannot raise all its revenue using lump-sum taxation.
Indeed, if it could do so it would be preferable to eliminate the trade taxes entirely. When the
extra outputs are funded using distorting trade taxes we need to compute their revised shadow
profits by multiplying the net change in government spending by the MCF for each tax. Using
the estimates of the MCF in Box 8.3, we have

and

where the marginal excess burden of taxation reduces the shadow profit for both public goods
by 11 per cent. Instead of raising utility by $2.30, as was the case in Box 8.3 when the goods
were funded using lump-sum taxation, they now raise it by $2.06. Thus, the optimal supply of
each public good is lower in these circumstances.
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8.1.3 Changes in real income (efficiency effects)

Dollar changes in expected utility are unreliable welfare measures for discrete (large) policy
changes when the marginal utility of income changes with real income. In particular, they
are path-dependent, which means welfare measures can be manipulated by reordering a
given set of policy changes. This problem is overcome by measuring compensated welfare
changes. They isolate the impact of policy changes on the government budget when lump-
sum transfers are made to hold constant the utility of every consumer. If a policy change
generates surplus revenue (at constant utility) it can be used by the government to raise the
utility of every consumer, while the reverse applies when it drives the budget into deficit.
Thus, compensated welfare changes are changes in real income that get converted into util-
ity when the government balances its budget. How these changes in real income are distrib-
uted across consumers depends, in part, on endogenous price changes and also on the tax
changes the government makes to balance its budget.22

We measure compensated welfare changes for the projects examined in the previous 
section by including foreign aid payments (R measured in units of domestic currency) in the
first-period government budget constraint in (8.4), with T0 = MRT0G0− L0+ R, where the 
conventional welfare equation in (8.7) becomes

(8.7′)

Endogenous changes in R isolate surplus government revenue from the policy changes when
expected utility is held constant at its initial level, with dW = 0, where the compensated wel-
fare equation is obtained from (8.7′) as

(8.16)

Welfare gains are surplus revenue the government could pay as foreign aid , while
welfare losses are gifts of foreign aid it would need to receive at unchanged domestic
utility.24 Thus, they isolate the changes in real income from policy changes. The compen-
sated welfare changes for the projects that provide public goods have the same structure as
the dollar changes in utility obtained in the previous subsection, but with endogenous
changes in activity determined solely by substitution effects. All the income effects for 
projects are removed by compensating lump-sum transfers that are referred to as the 
compensation variation (CV). Rather than rework all the cases examined in the previous
subsection, we consider the project that provides an extra unit of the public good in the
second period, where the change in real income is solved, using (8.16), as
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with

being the compensated spending effect.
The compensating transfers (CVs) for this project are obtained from (8.5), with 

dEU h = 0 for all h, as

(8.18)

where the current value of the aggregate expected CV is

(8.19)

Since these transfers hold the utility of every consumer constant in each time period and
in each state of nature, they completely reverse any distributional effects from the project.
Thus, they isolate the change in real income at the initial equilibrium outcome. Graham (1981)
and Helms (1985) identify an ex ante measure of the CV that we use here to obtain a measure
of the welfare effects from the changes in risk bearing. For the policy change under consider-
ation the ex-ante CV is the single lump-sum transfer in the current period that would hold
expected utility constant, and is solved for each consumer using (8.5), with dEU h = 0, as

(8.20)

with for all s.
When summed over consumers, we have . Notice how this CV holds

expected utility constant but allows utility to change across states of nature in the second
period. Thus, it measures the change in real income from the project without undoing its
impact on consumption risk. Weisbrod (1964) refers to the ex-ante CV as the option price
which Graham uses to compute the option value for a project by deducting its ex-ante CV
from the expected CV in (8.19):

(8.21)

This conveniently provides a welfare measure of the project’s impact on consumption
risk. Since the expected CV holds utility constant in every future state of nature it 
completely undoes all aspects of the policy change on real income, including its mean and
variance. In contrast, the ex-ante CV measures the change in real income from the project
without eliminating its impact on consumption risk. Thus, a positive option value in (8.21)
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tells us the project reduces consumption risk, while a negative option value indicates it
increases consumption risk.26 The project with efficiency losses could be socially profitable
when the risk benefits are large enough. And when that happens the expected CV must be
smaller than the ex-ante CV, as the expected CV completely undoes the reduction in 
consumption risk. When consumers are risk-neutral, or the project has no impact on 
consumption risk, the option value is zero, with CVex ante = E(CV), and both measures of the
CV will isolate the change in expected real income.

8.1.4 The role of income effects

The analysis in the previous subsection makes it clear how income effects from policy
changes play two roles when there is uncertainty. They redistribute income across con-
sumers as well as across states of nature. In this subsection we relate compensated welfare
changes to actual dollar changes in expected utility. Consider the compensated welfare
change for the project evaluated in (8.17). It isolates the change in real income (that the
government could pay as foreign aid at no cost to domestic utility) when the expected CV
is used to hold constant the utility of every consumer in both time periods and in every
state. Thus, it measures the extra real income for the true status quo. Once this surplus rev-
enue is distributed through lump-sum transfers back to domestic consumers the income
effects raise their expected utility by the welfare change (dW/dG1) in (8.11). This relation-
ship can be formalized as a generalized version of the Hatta (1977) decomposition by writ-
ing the social welfare function used in (8.6) over the exogenous policy variables G0, G1, t0,
t1, and R, as W(G0, G1, t0, t1, R) where the change in foreign aid payments that would offset
the welfare effects from marginally raising output of the public good in the second period
solves

(8.22)

We obtain the generalized Hatta decomposition for the project by rearranging these terms, as

(8.23)

where SR = – dW/dR =1 – dT/dR is the shadow value of government revenue; it measures the
amount social welfare rises when a dollar of surplus revenue is endowed on the government
who transfers it to domestic consumers to balance its budget. This is an important decom-
position for two reasons.

First, all the income effects from marginal policy changes are isolated by SR, including
distributional effects across consumers and states of nature. By measuring the option value
defined in (8.21), we can separate the welfare effects of income distribution across con-
sumers from the income redistribution across states of nature. Two main approaches are
used to account for distributional effects across consumers in project evaluation. The first is
recommended by Boadway (1976) and Drèze and Stern (1990) where different distribu-
tional weights are assigned to consumers in (8.6), while the second approach by Bruce and
Harris (1982) and Diewert (1983) tests for Pareto improvements. Most policy analysts are
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Box 8.5 The shadow value of government revenue in the public good economy

In the two-period certainty economy summarized in Box 8.2 the shadow value of government
revenue is less than unity. In other words, endowing another dollar of income on the economy
will raise aggregate utility by less than a dollar. And this occurs because extra real income con-
tracts the tax base. If a dollar of income is endowed on the economy (with dR < 0) the dollar
change in utility is

where the change in tax revenue solves

with − dI/dR = 1− dT/dR. After substitution, we have

with θ = − t0 (∂x0 (·) / ∂I) + t1(∂ x1 (·) /∂I) ª −0.0820645. There is good economic intuition for
this change in tax revenue. With the log-linear preferences summarized in Box 8.1 the demand
for the private good in each time period is normal. An extra dollar of income initially raises
demand for them and reduces tax revenue by θ as the tax base contracts due to the fall in supply
of the good in the first period. When the government transfers this amount from the consumer
to balance its budget the income effect increases tax revenue by θ 2. In the next round it falls
by θ3, and so on, until the change in tax revenue solves the infinite sequence θ + θ2 + θ3 +… =
−θ/(1−θ). Thus, the final welfare change is

It is illustrated in the following diagram where the cross-lined areas are changes in tax revenue.
The extra real income contracts the tax base in the first period by reducing supply and expand-
ing the tax base in the second period by increasing demand.
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reluctant for their subjectively chosen distributional weights to have a major influence on
policy outcomes, particularly in circumstances where policies with efficiency losses are 
promoted on distributional grounds. That is why analysts frequently report the efficiency
and distributional effects separately. Other analysts, very much in the spirit of a conventional
Harberger analysis, recognize the influence governments have over distributional outcomes
when they make tax changes to balance their budgets. For that reason, Bruce and Harris
(1982) and Diewert (1983) test to see whether patterns of transfers can be chosen to convert
extra real income into Pareto improvements.28

Second, for a positive shadow value of government revenue, there must be efficiency
gains from policy changes whenever dollar changes in expected utility are
positive (dW/dG1 > 0). And since SR is an independent scaling coefficient for marginal
policy changes, income effects play no role in project evaluation.29

8.2 The social discount rate

A major controversy in the evaluation of public sector projects is over the value of the social
discount rate. Some argue it should be the same discount rate used by private operators, while
others claim it should be lower. In economies with distorted markets due to taxes, external-
ities and non-competitive behaviour, the social discount rate will, in general, be 
different from the discount rate used by private investors for the same project. In particular,
income taxes drive wedges between the cost of capital for investors and the after-tax returns
to savers. Harberger (1969) and Sandmo and Drèze (1971) show how this makes the social
discount rate a weighted average of the borrowing and lending rates of interest in a 
two-period certainty setting. By extending their analysis to additional time periods Marglin
(1963a, 1963b) finds it is higher than the weighted average formula, while Bradford (1975)
finds it is approximately equal to the after-tax interest rate. Sjaastad and Wisecarver (1977)
show how these differences are explained by the treatment of depreciation in public capital.
Whenever private saving adjusts to replace this depreciation the weighted average formula
also applies in a multi-period setting.

Others claim the discount rate for public projects is affected by risk. Samuelson
(1964), Vickery (1964) and Arrow and Lind (1970) claim it should be lower than the dis-
count rate used by private firms undertaking the same project. Samuelson and Vickery
argue this  happens because the public sector undertakes many projects with uncorre-
lated returns that allow them to eliminate diversifiable risk. Arrow and Lind take a dif-
ferent approach by arguing the public sector can use the tax system to spread risk over a
large number of consumers when project returns are uncorrelated with aggregate
income. Essentially, both arguments rely on the government being able to eliminate
diversifiable risk and trade aggregate uncertainty at lower cost than private markets.
Bailey and Jensen (1972) claim this is not, in general, the case, where the risk premium
in the discount rate should be the same for the public and private sector when undertak-
ing the same projects.

In this section we derive the weighted average formula of Harberger, and of Sandmo and
Drèze, before extending their analysis to accommodate uncertainty. Then we consider the
social discount rates obtained by Marglin and Bradford when there are more than two time
periods, and reconcile them with weighted average formula using the analysis in Sjaastad
and Wisecarver. This allows us to isolate the important role of depreciation in public capital.
Finally, we examine the arguments by Samuelson, Vickery, and Arrow and Lind that 
discount rates for public projects should be lower.

( ˆ / )dR dG1 0>
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8.2.1 Weighted average formula

In the presence of distortions market prices do not, in general, provide us with true meas-
ures of the marginal valuation and marginal cost of goods and services. For example, a con-
sumption tax drives a wedge between marginal consumption benefits and marginal
production costs, where consumer prices overstate social costs and producer prices under-
state social benefits. With downward-sloping demand schedules and increasing marginal
cost schedules the true (social) value of any good is a weighted average of its consumer and
producer prices. This same logic applies to the discount rate that determines the opportunity
cost of current consumption. We demonstrate this formally by introducing a tax on capital
income in the two-period uncertainty model used earlier in Section 8.1. And to simplify the
analysis it is set at the same rate (τ) for all consumers who face common discount factors of

(8.24)

This is confirmed by writing the state-contingent payouts to saving by each con-
sumer in (8.1) as , where optimally chosen saving satisfies (8.24).
It is the same for all consumers because they can trade in a complete competitive capital
market. A further adjustment must also be made to the government budget constraints in
(8.4) to include income tax revenue in the second period:

(8.4′)

We obtain the social discount rate by measuring the welfare change from marginally 
increasing the first-period endowment of the private good. In effect, this is equivalent to an
exogenous increase in the supply of capital to the economy, where the welfare change is referred
to as the shadow value of capital (SK). It is the current value of the extra consumption generated
by a marginal increase in capital. By allowing this endowment to change exogenously in the
presence of the income tax, we obtain an amended conventional welfare equation,

(8.7′′)

where measures the direct welfare gain from marginally increasing the private endow-
ment, and τisp0dz0 the welfare gain from a reduction in the excess burden of the income tax
when private investment expands endogenously.30 Using this equation, we obtain a shadow
value of capital of

(8.25)
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is the social discount rate which measures the amount by which private consumption grows
in each state of nature.

In the absence of taxes and other distortions the social discount rate is equal to the private
discount rate, with ψs = is for all s, and the shadow value of capital is its market price, with Sk

= p0. That is not in general the case, however, in the presence of the taxes. A marginal increase
in the supply of capital is absorbed into the economy through endogenous changes in private
saving and investment which have different social values in the presence of the income tax. This
causes the social discount rate to deviate from the private discount rate. To identify the separate
effects of taxes and risk we derive the social discount rate for a number of special cases.

Certainty without trade taxes

This replicates the analysis used by Harberger, and by Sandmo and Dréze, who obtain a
weighted average formula for the social discount rate. By setting t0 = t1 =0, and using the
market-clearing condition for the private good in the first period (with ),
the social discount rate in (8.25) becomes

(8.26)

where is the endogenous change in private investment, and the
endogenous change in private saving. It is illustrated as the cross-lined rectangles in Figure 8.5
where a marginal increase in the supply of capital is absorbed into the economy by a
lower interest rate which expands private investment demand by α and contracts private
saving by 1 − α. (The dashed lines isolate the new equilibrium outcome.)

Since ψ measures the growth in aggregate consumption from investing another dollar of
capital, it is the social discount rate to use when evaluating public projects. In other words,
socially profitable projects must match or better this future change in aggregate consumption.
The interest rate is the marginal social value of extra private investment, while the after-tax
interest rate is the marginal social value of the reduction in private saving, where, from
(8.26), we have

i i≥ ≥ −ψ τ( ).1
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Figure 8.5 Weighted average formula.
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Figure 8.7 Fixed investment demand.
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Clearly, the interest elasticities of private investment and saving determine where the
social discount rate lies within these bounds. With fixed private saving additional capital
must be absorbed into the economy by an equal increase in private investment, with α = 1,
where the social discount rate in (8.26) becomes ψ = i. It is illustrated by the cross-lined 
rectangle in Figure 8.6 as the present value of the net increase in consumption due to extra 
private investment. The same thing happens when private investment is perfectly price-elastic
due to a constant net marginal product of capital.

With fixed private investment demand the additional capital is absorbed into the economy
by crowding out private saving, with α = 0, where the social discount rate in (8.26) becomes
ψ = i (1 − τ). This welfare change is illustrated as the cross-lined rectangle in Figure 8.7. It
is the value of the net benefits from consuming more of the private good in the first period
when saving falls.

In general, however, these extremes are unlikely, especially in the long run when 
consumption and production are more responsive to changes in real income.

Figure 8.6 Fixed saving.
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Box 8.6 The weighted average formula in the public good economy

Here we obtain a numerical estimate of the weighted average formula for the shadow discount rate
in the two-period certainty model summarized in Box 8.1 for the initial equilibrium allocation.

Taxes (%) Public goods Bailey demands

τ t0 t1 G0 G1 x0 x1

40 0 0 85 70 175 170

In the presence of a 40 per cent tax on interest income and no trade taxes, the shadow price of 
capital solves

with

The change in private saving can be decomposed using the ordinary demand schedules as

where the income effect is obtained, using aggregate income of (x0 − x0 − G0 −R)
− p0G0 − δp1G1 − R, as After substitution, we have

with θ = −δτip0∂x0(·)/∂I ≈ −0.006. Since SK = p0δ(1 + ψ) defines the relationship between the
shadow price of capital and the social discount rate, we have

where is the change in private investment which is solved, using the ordinary
demand schedules, as

with SR = 1/(1 − θ) ≈ 0.994. Thus, the shadow discount rate lies between the pre- and post-tax 
interest rates,

Private saving falls, despite an unchanged interest rate, because the income effect from increas-
ing the endowment of the private good raises current demand.

If we include the trade taxes in Box 8.2 the shadow price of capital falls to SK ≈ 0.93, and
the discount rate becomes negative at ψ ≈ − 0.054. This fall in welfare is due to the larger
excess burden of taxation as the tax base contracts with the extra real income.
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Aggregate uncertainty

An interesting, and important, extension to the analysis of Harberger and of Sandmo and
Dréze introduces aggregate uncertainty. When evaluating public projects we use a social dis-
count rate that captures the full social opportunity cost of capital, including a risk premium
when the net cash flows impose costs on risk-averse consumers. We extend the analysis in
the previous section by including aggregate uncertainty in the presence of the uniform
income tax (and without trade taxes), where, from (8.25), the social discount rate becomes
the state-contingent weighted average formula,

(8.27)

In this setting there is a risk premium in the return to capital, and it is computed in the same
way for private and public sector projects when the government has no advantage over the
private sector in trading risk.

We can see from the general expression for the social discount rate in (8.25) that it can
deviate from the weighted average formula when there are other market distortions – in this
case, trade taxes. By using the capital market clearing condition, we have

(8.28)

where the last two terms are welfare effects from resource movements in distorted markets.
When private saving falls, it reduces the net supply of the private good and exacerbates the
excess burden of the trade tax, where the reduction in trade tax revenue in the second last
term is a welfare loss. In contrast, the additional tax revenue in the last term is a welfare gain
from reducing the excess burden of the trade tax in the first period. Whether these additional
welfare changes move the social discount rate above or below the weighted average formula
depends on the change in net demand for the private good in the second period. If it generates
a welfare gain (in the last term) that is large enough to offset the welfare loss from the reduc-
tion in current trade tax revenue (in the second last term) the social discount rate rises above
the weighted average formula. Once trade tax revenue declines in present value terms, the dis-
count rate falls below the weighted average formula. Ultimately, the final outcome depends
upon the size of the taxes as well as consumer preferences and production technologies.

These related market effects are often overlooked in the evaluation of small-scale project
evaluation because they are too costly to measure. Typically project outputs and inputs have
cross-effects in a number of distorted markets, and they can be isolated using a general 
equilibrium model with parameter values calibrated on data taken from the economy.
Alternatively, they can be estimated directly from data using empirical analysis. But these
options are often too costly to undertake, where the distortions on project outputs and inputs
are the only ones taken into account. Goulder and Williams (2003) find income taxes 
on capital and labour inputs have the most important welfare effects. Indeed, they often
dominate the welfare effects arising from taxes and other distortions on project outputs.
Thus, for small-scale projects it would seem prudent to include welfare effects arising from
distortions on project outputs and inputs, and to ignore welfare effects from indirect cross-
effects in other distorted markets.
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A more realistic measure of the social discount rate would accommodate progressive
income taxes and include a corporate tax. We could also include distributional effects by
assigning different distributional weights to consumers in the welfare change in (8.6). 
A number of these extensions are examined in Jones (2005) where social discount rates are
personalized for consumers facing different taxes on income and different distributional
weights. While these extensions make the social discount rate more accurate, they make the
analysis more complex without adding greatly to the insights already obtained earlier.
Instead, we extend the analysis in the next section by adding more time periods to examine
the impact of capital depreciation on the social discount rate.

8.2.2 Multiple time periods and capital depreciation

In a two-period setting depreciation plays no role in the analysis because all capital is liqui-
dated in the second period. With extra time periods capital can be carried beyond the second
period, where (economic) depreciation measures the change in the market value of the asset
in each year of its life. Unless investment rises to replace depreciated capital, future con-
sumption will fall. Marglin (1963a, 1963b) and Bradford (1975) find the social discount rate
deviates from the weighted average formula when they add time periods to the analysis of
Harberger, and Sandmo and Drèze. Sjaastad and Wisecarver (1977) show that this occurs
because depreciation is not matched by additional private saving. Using certainty analysis
with an infinite time horizon, Marglin finds the discount rate is higher than the weighted
average formula in (8.26). This is demonstrated for a public project that generates a payout
of 1 + δ in the second period of its life and none thereafter. It is socially profitable when

(8.29)

This condition makes the present value of the net consumption flow greater than or equal to
its social cost. Since this project increases the demand for capital in the economy it is 
satisfied through a rise in private saving and/or a reduction in private investment, where
Marglin identifies the social cost of forgone current consumption due to the increase in 
private saving as 1 − α, and the present value of forgone future consumption (α i) in perpe-
tuity due to the increase in private investment as αi/[i(1 − τ)]. Rearranging (8.29), we find
the project is socially profitable when

(8.30)

Using a Keynesian consumption function that makes saving a constant fraction of income
in each time period, Bradford finds the same project is socially profitable when

(8.31)

which implies .
These findings by Marglin and Bradford create a dilemma for policy analysts, as they

suggest the social discount rate can range in value from i(1 − τ) to something above the
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weighted average formula (ψ). Clearly, some projects may only be viable at a low discount
rates and others only at high rates – it depends on the timing and values of their benefits 
and costs.

Sjaastad and Wisecarver show how these different views are explained by the treatment
of depreciation in public capital. Once consumers adjust their saving to replace this 
depreciation, the weighted average formula applies in a multi-period setting. They 
demonstrate this for the project considered by Marglin, where the payout in the second
period becomes

with 1 + δ being the direct consumption benefit from the project, α the fall in current consump-
tion when saving rises to offset the depreciation in public capital, and α i the fall in consump-
tion due to the reduction in private investment. Now the project is socially profitable when

where, after rearranging terms, we have δ ≥ ψ.
It is likely that consumers will adjust their saving, at least partially, when they observe

depreciation in public capital. As wealth-maximizing agents they compute the expected con-
sumption benefits from public capital and the higher expected taxes to replace 
depreciated capital. If, for what ever reason, consumers do not adjust their saving to 
offset depreciation in public capital the social discount rate rises above the weighted 
average formula.

8.2.3 Market frictions and risk

A number of studies argue the social discount rate can be lower for public projects when the
government can trade risk at lower cost than trades in private markets. Samuelson (1964)
and Vickery (1964) argue the government is a relatively large investor in the economy that
undertakes many projects with uncorrelated risks that can be diversified inside the public
sector. As a consequence, it can pool these risks at lower cost than the private sector by
bundling securities in portfolios and purchasing insurance. Arrow and Lind (1970) argue the
discount rates on public projects are lower because their returns are uncorrelated with 
aggregate income and the government can diversify risk across a large number of consumers
through the tax system. Thus, the public sector offers better opportunities for trading 
aggregate risk and eliminating diversifiable risk.

Bailey and Jensen (1972) refute both these claims by arguing consumers can achieve the
same, if not better, risk-trading opportunities in private markets. Indeed, the absence of 
a profit motive can make public employees less efficient operators, thereby raising the costs
of trading risk. And since most taxes distort activity, the tax system is likely to be a more
costly way of spreading risk across consumers.33 Bailey and Jensen also argue public 
project returns are mostly correlated with aggregate income, which means they contain
aggregate risk that cannot be diversified inside the public sector. It is frequently claimed the
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arguments by Arrow and Lind for using a lower discount rate on public projects can be 
justified by the moral hazard and adverse selection problems that arise when traders have
asymmetric information. These problems, which were examined in Chapter 5, can raise the
cost of eliminating diversifiable risk. If it can be eliminated at lower cost through the tax
system, or by pooling it inside the public sector, the discount rate on public projects will be
lower. However, as Dixit (1987, 1989) observes, the public sector is also subject to the same
information asymmetries as private traders, and it may not be able to lower the cost of trad-
ing risk. For that reason it is important to examine the risk-spreading opportunities available
to the public sector when it too is subject to moral hazard and adverse selections problems.
In the final analysis, a lower discount rate for public projects must be based on some form
of market friction (or failure) which the government is able to overcome at lower cost than
the private sector, and these cost efficiencies need to be quantified to determine their impact
on the discount rate.

Problems

1 The government collects revenue from a consumption tax on cigarettes (C) when the
aggregate demand function (measured in thousands of cartons) is

where q = p + t is the consumer price per carton (measured in dollars), with p being the 
producer price and t = 5 the constant tax per carton.
i Use a partial equilibrium analysis to compute the marginal social cost of public

funds (MCF) for the consumption tax on cigarettes when they are produced at a 
constant marginal cost of $6 per carton (with no fixed costs). Measure the welfare
changes as aggregate dollar changes in private surplus. Calculate the marginal
excess burden of taxation (MEB) for this tax and illustrate the MCF in a
quantity–price {C, q} space diagram.

ii Redo part (i) when the marginal cost of production rises with MC = 0.08C.
2 Consider the capital market for a closed economy in a two-period certainty setting

where the aggregate demand (D) for capital is determined by D = a − bi and aggregate
supply (S) by S = c + di, with i being the risk-free interest rate and a, b, c and d constant
positive parameters.

i Use a partial equilibrium analysis to compute an expression for the shadow 
discount rate when there is an income tax at rate τ on interest income paid to 
suppliers of capital (so that S = c + di(1 − τ)). Illustrate your answer in a
quantity–price space diagram and explain what the welfare changes represent.
(Measure the welfare changes as aggregate dollar changes in private surplus.)

ii Derive the shadow discount rate when d = 0 and illustrate the welfare changes in a
quantity–price space diagram. Compare it to the discount rate in part (i) above.

iii Derive the shadow discount rate when b = 0 and illustrate the welfare changes in a
quantity–price space diagram. Compare it to the discount rates in parts (i) and 
(ii) above.

3 In a two-period certainty model a single consumer has an endowment of time in
the first period (0) which is divided between leisure (xT) and labour supply to firms.

( )xT

C q= −200 5 ,



Labour income is used to purchase a consumption good in the first period (x0) while the
rest is saved (s) and returned with interest (i) after tax (s(1 + i − τS)) to fund the purchase
of the consumption good in the second period (x1). Thus, the consumer problem is to
maximize u(x0, xT, x1) subject to

where:
● L is a lump-sum transfer from the government;
● qi = (1 + τC)pi is the consumer price of the consumption good in each period i = 0,

1, with pi being the producer price and τC a uniform ad valorem expenditure tax;
● τS is the ad valorem tax on interest income;

is the after-tax income from labour supplied by the consumer,
with τT being the ad valorem tax rate on labour income;

● π0 = p0y0(yT) + yT is profit on private production of the consumption good in the first
period, with yT < 0 being labour input used; and

● π1 = p1y1(kp) − kp(1 + i) is the profit from private production of the consumption
good in the second period, with p1y1(kp) being sales revenue and kp(1 + i) the cost
of private investment in labour purchased in the current period, kp.

We assume private firms have strictly concave production technologies and operate as
price-takers. The public sector budget constraint (defined in present value terms) will be

where p1g1 − (1 + i)kg is profit from public production of the consumption good in the
second period, with p1g1 being sales revenue and kg(1 + i) the cost of public investment
in labour purchased in the first period, kg.

Finally, the market-clearing conditions are x0 = y0, x1 = y1 + g1 and
There are five exogenous policy variables: τC, τT, τS, g and kg.

i Derive a conventional welfare equation for marginal changes in the policy variables and
use it to compute the shadow price of capital and the shadow discount rate when the tax
on interest income is the only tax (with τT = τC = 0). Illustrate the shadow discount rate
in a price–quantity diagram, and compare it with the cost of capital for private firms.
(The interest rate and relative prices of the consumption goods are determined endoge-
nously in a competitive equilibrium.)

ii Derive the welfare loss from marginally raising the expenditure tax when there are no
taxes on income (with τT = τS = 0).

iii Derive the welfare loss from marginally raising an income tax (with τT = τS = τ) when
there is no expenditure tax (with τC = 0).
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iv Compare the expenditure and income tax bases in parts (ii) and (iii) above. You can use
the first-order conditions for firms and the market-clearing condition in the labour
market to show that the income tax base includes the expenditure tax base. Explain what
the additional welfare change is in the income tax base. What determines the 
welfare cost of raising a given amount of revenue with each tax? Does one of the two
taxes always have a lower welfare cost?



Notes

1 Introduction

1 It is difficult to isolate purely atemporal trades as most goods embody future consumption. 
For example, packets of washing powder and breakfast cereals have consumption flows in the
future and are, strictly speaking, capital assets. Financial securities have a limited role in facilitat-
ing purely atemporal trades in a certainty setting where the quality and quantity of the goods are
known to buyers and sellers. Once we introduce time and asymmetric information, financial secu-
rities can be used to specify the obligations on both parties to get or provide the necessary infor-
mation about the product being exchanged.

2 Governments are monopoly suppliers of currency (notes and coins), but the money supply is more
broadly defined to include cheque and other deposit account balances used for trading goods and
services. Since financial institutions keep a fraction of their deposits as currency to meet the cash
demands of depositors, there is a multiplier effect from changes in the supply of currency. The nomi-
nal price level equates supply and demand in the market for broadly defined money.

3 This is an important issue for the equilibrium asset pricing models examined in Chapter 4.
4 The terms ‘risk’ and ‘uncertainty’ are frequently treated as the same thing. Knight (1921) defined

risk as uncertain outcomes over which individuals assign probabilities, while uncertainty relates to
outcomes over which they do not, or cannot, assign such probabilities. But this distinction is less clear
when consumers with different information assign subjective probabilities to uncertain outcomes.

5 Futures contracts are standardized forward contracts which trade on formal futures exchanges,
whereas forward contracts also include tailor made agreements between buyers and sellers that
trade over the counter.

6 We use the conventional analysis recommended by Harberger where aggregate welfare is the sum
of the dollar changes in expected utility for consumers. In effect, this approach uses a Bergson–
Samuelson individualistic social welfare function (Bergson 1938; Samuelson 1954) and ignores 
any distributional effects by assigning the same distributional weight of unity to all consumers.
Distributional effects can be included in the analysis by assigning different weights to consumers.

7 Initially both schemes were adopted to reduce the variability in producer prices, but they eventu-
ally became price support schemes for domestic producers. Both schemes were eventually aban-
doned due to the very large costs they imposed on taxpayers.

2 Investment decisions under certainty

1 Capital goods are stocks of future consumption, while investment is the flow of resources into 
capital goods over a specified period of time.

2 Strictly speaking, the capital market is where all intertemporal trade takes place. It includes trades
in physical commodities, such as apples, or financial securities which provide income streams in
future periods. There are sub-markets in the capital market, including the financial market where
financial securities trade, and the real estate market where property trades. A number of other 
markets are included in the financial market, such as banks, the stock market, the futures
exchange, the bond market, and the markets for derivative securities (options, swaps, warrants,
etc). In finance it is not uncommon for the financial market to be referred to by default as the cap-
ital market, where this reflects a focus on trades in financial securities.



3 Since there are 2N commodities, consumers are choosing bundles (xh
0, x1

h) from a 2N-dimensional
commodity space. When each consumer h has a weak preference relation over these bundles
that is complete, transitive, and continuous, they can be represented by a utility function,

such that

A proof of the existence of the utility function can be found in most graduate microeconomics 
textbooks; see, for example, Mas-Colell et al. (1995). This function is a contemporaneous meas-
ure of utility where each consumer chooses their intertemporal consumption in the first period.
Thus, they measure utility from future consumption in the first period.

4 These constraints require each element in the set of consumption goods to be less than or equal to
its corresponding element in the set of endowments in each time period.

5 For standard preferences we assume the utility function uh is monotone (to rule out satiation), 
and strictly quasi-concave (to make the indifference schedules strictly convex to the origin in the
commodity space). They are adopted by default in the following analysis.

6 We obtain this marginal rate of substitution by totally differentiating the utility function, with:

du = u0′ (n) dx0 (n) + u1′ (n) dx1(n) = 0.

After rearranging terms, we have

where MRS1,0 (n) ∫ − dx0 (n)/dx1 (n) is the inverse of the slope of the indifference curve at the 
endowment point in Figure 2.1. From the first-order conditions for optimally chosen consumption,
we have ut′ (n) = λt(n) for t ∈{0, 1}.

7 When consumers have homothetic preferences their rates of time preference for goods are 
independent of real income. In other words, their indifference schedules in Figure 2.1 have the
same slope along a 45∞ line through the origin.

8 It should be noted that this also accommodates storage when it is the most efficient way of trans-
ferring consumption goods to future time periods. After all, production is a process that converts
resources into more valuable goods and services, where in a certainty setting they are distin-
guished from each other by their physical characteristics, geographic location and location in time.

9 This derivation of the marginal rate of substitution uses the fact that ∂z0 (n)/∂x0 (n) = −1.
10 Malinvaud (1972) distinguishes between discount rates for income and discount rates for future con-

sumption goods. In this setting there is a personal discount rate for income of ,
and a personal discount rate for each commodity n Œ N of

11 Lengwiler (2004) derives income as the representative commodity in an asset economy where 
consumers can trade within each time period and between each time period in an uncertainty 
setting. We introduce financial securities in Section 2.2.3 and show how they allow consumers to
choose their distribution of income over time (subject to the constraint that income sums to their
wealth in present value terms). In fact, income can be used as a representative commodity in an
economy without financial securities if consumers can trade intertemporally using forward 
contracts. What financial securities do is reduce the number of variables that consumers must
determine in the first period, where they choose the value and composition of their consumption
bundle and their holding of financial securities. While they decide the composition of future 
consumption in the first period, the choices are actually made in the second period. However, in
exchange economies with forward contracts, consumers must determine the value and composi-
tion of their current and future consumption bundles in the first period.
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12 When currency is held as a store of value governments collect revenue as seigniorage due to the
non-payment of interest. This imposes a distorting tax on currency holders by driving a wedge
between their private cost of holding currency, which is the nominal rate of interest, and the social
marginal cost of printing currency. Revenue is transferred by this tax as seigniorage to the govern-
ment because it uses real resources obtained by printing currency at no interest cost. The real
wealth of traders who hold currency balances over time as a store of value will be affected by
anticipated changes in the nominal money supply that impact on the nominal interest rate. This
wealth effect is examined later in Section 2.3.

13 By ‘full trade’ we mean consumers can exchange goods within each time period and over time periods.
14 We use the notation defined in Section 2.2.1, where in each time period t ∈ {0, 1}, Xt and are,

respectively, the market values of the consumption and endowments for consumer h, with It being
income (measured in units of the numeraire good).

15 The discount factor is obtained by noting that R1 = pa (1 + i).
16 The no arbitrage condition makes the security of every firm a perfect substitute because it 

eliminates any profit from the returns they pay. In other words, they all pay the risk-free return. If
firms are large in the capital market, which seems unlikely for the risk-free security but not when
securities are segregated into different risk classes, they have market power in the capital market
which they can exploit to generate profit.

17 is the value of the marginal product from investing a dollar of inputs in firm j
when the input mix is chosen optimally to maximize profit.

18 This solution is obtained by using the envelope theorem to eliminate the welfare effects of the 
consumer choice variables in (2.11). For income in the first period we have ∂v0/∂I0 = l0, and for
income in the second period ∂v1/∂I1 = l1.

19. In a certainty setting without taxes there is no meaningful distinction between shares and bonds as
they are both risk-free securities.

20 The notation for the trading costs (tt) and net expenditures (Dt) at each t ∈ {0, 1} was defined 
earlier in Section 2.2.2 for the consumer problem in (2.6), while the profit shares in firms ( )
were defined in Section 2.2.4.

21 Both these optimality conditions are for an interior solution.
22 If consumers hold currency, so that λ1 / λ0 = 1, then they have not maximized utility because there 

are net benefits from moving resources from currency into the risk-free security when 
l1/l0 >/(1 + i).

23 When the financial security reduces trading costs we use (2.15) to write the optimality condition
for currency demand, as:

which equates the net cost of holding another dollar of currency in the first period to the dis-
counted value of the net gain from using it in the second period.

24 In practice, there are changes in preferences, production technologies or other environmental vari-
ables traders face that cause relative price changes in the economy as resources flow between differ-
ent activities. These price changes occur even when money demand and supply grow at the same rate.

25 This assumes the nominal net cash flows will rise with the higher expected rate of price inflation.
26 This expression is obtained by using aR1 = V0 (1 + i).
27 If the inflation rate rises by ∆π the nominal interest rate will rise by ∆π(1 + r) when the Fisher 

effect holds.
28 When interest payments are subject to tax at rate τ, with 1 + i(1 − τ) = (1 + rA)(1 + π), the tax-

adjusted Fisher effect is

Where rA is the real after-tax interest rate.
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29 Increases in the money supply are inflationary when they exceed the growth in money
demand.

30 This short-term reduction in unemployment is captured by the Phillips (1958) curve which 
finds a negative relationship between the rate of inflation and the level of unemployment.
Friedman (1968) argued wages would be set in anticipation of increases in the rate of inflation,
where this can lead to short-term reductions in employment and output. And it is much more likely
when governments persistently print money to finance their spending through higher levels 
of inflation.

31 In a general equilibrium analysis these real effects impact endogenously on economic activity, 
causing the saving and investment schedules in Figure 2.13 to shift. But for standard preferences
and technologies these changes would reduce the size of the final increase in saving and invest-
ment without overturning it.

32 The properties of the Bergson–Samuelson welfare function are examined in more detail in 
Jones (2005).

33 After totally differentiating the social welfare function and using the first-order conditions for 
optimally chosen consumption, the aggregate welfare change is:

These changes in activity can be solved using the budget constraint for the economy. First, we sum
the consumer budget constraints:

where L is the sum of the lump-sum transfers from the government budget to consumers. These 
transfers are used in a conventional Harberger analysis to separate the welfare effects of policy
changes, where the government budget constraint, is After
combining the private and public sector budget constraints, we obtain the budget constraint for the
economy,

After totally differentiating this aggregate constraint for the economy and using the first-order con-
dition for profit-maximizing firms and the goods and money market clearing conditions, we have

Finally, we obtain the welfare change in (2.22) by using the first-order condition for optimal cur-
rency demand, where:

34 There are no other welfare effects because this is the only distorted market in the economy.
Additional distortions are included in Chapter 8 when evaluating public sector projects.
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35 For a detailed examination of private currency, see Dowd (1988), Hayek (1978), Selgin (1988) and
White (1989).

36 In this setting commodity prices, asset prices and interest rates are time-specific, where in each
period t the vectors of commodity and security prices are denoted pt, and pat, respectively, and the
risk-free interest rate it. The endowments of goods in every time period can change over time, and
it is relatively straightforward to include additional time periods in a certainty setting because all
the equilibrium prices in the future are known in the first period by every agent. Consumers get util-
ity from consumption expenditure in time periods out to infinity when they care about their heirs,
but a lower bound has to be placed on their wealth to stop them from creating unbounded liabilities
by continually borrowing to delay loan repayments until the infinite future where they have zero
current value. While the interest rate and commodity prices can change over time in a certainty set-
ting, they are known in advance by all consumers who use common discount factors on future net
cash flows when they trade in frictionless competitive markets. That is not the case, however, when
there is uncertainty unless agents have common information. Uncertainty is examined in the next
chapter.

37 Using (2.12) we can write the share of profit for each consumer as , where
the budget constraint in each time period becomes:

38 The long-term interest rate for period T is the geometric mean of the short rates in each period 
t - 1 to t, with

39 Frequently they are extracted earlier than this due to activity rules governments impose on titles
granted for exploration and mining.

40 Since the annual interest rate is the geometric mean of a sequence of short rates over the year the
100-day rate solves:

41 This valuation assumes the expectations hypothesis holds.
42 When bondholders face this risk and information is costly the shareholders may favour more risky

projects, where bondholders respond by discounting bond prices. Firms recognise this by inviting
large creditors onto their boards to give them greater access to information and more say in their
investment decisions. We examine these issues in more detail in Chapter 7.

43 Income taxes are levied on measured nominal income, while private investment decisions are
based on economic real income which isolates the true change in consumption.

3 Uncertainty and risk

1 The hedonic prices can be estimated empirically by regressing apple prices on their different 
characteristics.

2 We follow Savage (1954) and define each state as a full description of the world that is of concern
to the consumer; it represents an actual realization of the world at the end of time when all uncer-
tainty is resolved. In prior time periods before the uncertainty is resolved there are possible events
which are subsets of the set of true states of the world. In the first time period there is a single 
event that includes all possible states, while in the final time period there are as many events as
there are states of the world. When there are more than two time periods there are fewer states in
each event as time passes because some of the uncertainty is resolved. We provide a more com-
plete description of the state space in Section 3.1. In the following analysis we use a two-period
model where each event in the second period coincides with one of the states of nature. Thus, there
are as many events as states of nature.
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3 In effect, consumers have complete information about the demand for and supply of every 
commodity in every time period and in every state of the world. The analysis is much more 
complicated when consumers have different information and form different expectations about
future equilibrium outcomes, which is the case when information is costly to acquire. Solving an
equilibrium outcome for the economy in these circumstances requires that these costs be specified,
as well as the technologies consumers use to acquire information. For example, they may take 
information from the initial market prices of contingent commodity contracts because they pro-
vide signals of what the market is expecting commodity prices to be in the future.

4 The economics of insurance is examined separately in Chapter 5.
5 Policy evaluation is examined in Chapter 8.
6 This closely follows the presentation provided in Lengwiler (2004).
7 A partition divides the full set of states into pairwise disjoint non-empty subsets. Thus, the state

space is the sum of these subsets. As time passes the partitions become finer. That is, there are
fewer and fewer states in each event, until in the final period there as many events as states of
nature.

8 Ehrlich and Becker (1972) argue that assumption (iii) rules out self-protection by consumers to
reduce the probability of bad outcomes. But we accommodate this activity by adding individual
risk to the aggregate (state) uncertainty. In particular, we expand the possible outcomes in each
state by including risk that is diversifiable across the population. For example, a portion of the
population will suffer losses from car accidents, but they can self-protect and reduce the probabil-
ity of accidents by driving more slowly and at safer times. Moral hazard arises when this effort to 
self-protect cannot be costlessly observed by insurers, where consumers have less incentive to self-
protect if they are not directly rewarded with lower insurance premiums for their marginal effort.
Individual risk expands the outcome space, but without affecting the state probabilities. The prob-
ability of each final outcome is the sum of the state probability plus the probability of incurring
losses in that state. When individual risk can be costlessly eliminated through insurance, it is 
eliminated from the consumption expenditure of individual consumers.

9 It is implicitly assumed in the following discussion that consumers with more information have 
subjective probabilities that are closer to the ‘true’ underlying objective probabilities; these are
the probabilities that would prevail with complete information. Moreover, consumers with the
same information have the same beliefs, which is the Harsanyi doctrine. But this may not always
apply in reality because consumers can have different technologies for converting information
into beliefs, so that two consumers with the same information may form different beliefs. Indeed,
they may have different computational skills and different inherent abilities to process informa-
tion. When we characterize a competitive equilibrium in the following analysis consumers are
assumed to have common beliefs so that they agree on the event-contingent prices for goods in
future time periods. Allowing them to have different information and beliefs is problematic
because we need to specify the way information is collected and processed and at what cost
before we can solve the equilibrium outcome. For example, market prices may provide informa-
tion to consumers that will change their beliefs, and this in turn will impact on prices through
their trades.

10 When consumers hold different beliefs about the state-contingent commodity prices, due to
incomplete and asymmetric information, the equilibrium outcomes are a function of their
information sets. This creates problems when consumers obtain information from endoge-
nously determined variables such as market prices when forming their beliefs. Radner 
(1972) considers the role of information and consumer beliefs on equilibrium outcomes under
uncertainty.

11 Consumer preference rankings can be described by this generalized utility function when they are
complete, continuous and transitive. In the following analysis we also assume they are monotonic,
to rule out satiation, and strictly quasi-concave, to make the indifference curves strictly convex to
the origin in the commodity space. These preferences do not separate the probabilities and utility
derived from consumption in each state. This is examined in Section 3.2 where we derive the von
Neumann–Morgenstern expected utility function.

12 We follow the practice adopted in the previous chapter and make good 1 numeraire when there 
is no fiat currency in the economy. One could easily refer to a unit of good 1 as a dollar and then
continue to define values in dollar terms. The multiplier on the first-period budget constraint (λ0

h)
is the marginal utility of current income, while the state-contingent constraint multipliers (λs

h) are
the marginal utility of income in the second period in each state s.
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13 The indirect utility functions are mappings over state-contingent income when consumers 
optimally choose consumption bundles in each state to equalize their marginal utility from 
income spent on each good, with We adopt the practice 
used in Chapter 2 of defining consumption expenditure in each period as X0 = Σnp0(n) x0(n) and 
Xs = Σnps(n)xs(n), respectively, and the market value of the endowments in each period as 

14 For interior equilibrium solutions to the consumer problem the first-order conditions for the forward
contract are while for current and state-contingent consumption, 
respectively, they are and They are
straightforward extensions of the optimality conditions in the certainty models examined previ-
ously in Chapter 2.

15 The first-order conditions for optimally supplied forward contracts are

16 In later chapters when we include taxes on income we will separate the capital and income in 
these payoffs, as Rks = pk (1 + iks) for all k, s, where iks is the rate of return to security k in each 
state s.

17 After substituting for we can write income in the first period as is the
amount saved.

18 For optimally chosen current consumption, we have ∂u0 (n)/p0 (n) = λ0 for all n, and ∂us(n)/ps (n)
= λs for all n, s. Thus, the constraint multipliers are the marginal utility of income in the first period
and in each state s, respectively, where ϕs = λs/λ0 is the marginal rate of substitution between
income in future state s and the current period; it is the discount factor used by consumers to eval-
uate income in state s.

19 The payouts in each state have been normalized at unity.
20 A complete capital market is frequently referred to as a full set of insurance markets. DeAngelo

and Masulis (1980a, 1980b) exploit this property of a complete capital market when they exam-
ine the effects of firm financial policy by working directly with primitive securities.

21 We examine the Miller (1977) equilibrium in Chapter 7 where consumers with progressive per-
sonal income taxes have different tax preferences for securities that allow them to increase their
wealth through tax arbitrage. This activity continues until they eliminate their tax preferences or
have  borrowing constraints imposed on them.

22 A unique equilibrium will exist in the absence of taxes when consumers have strictly convex
indifference sets and firms have strictly convex production possibility sets. The indifference
sets are mappings from ordinal utility functions that are complete, transitive, reflexive, contin-
uous and strictly quasi-concave, while the production possibility sets are mappings from strictly
concave  production functions with no fixed costs. A unique equilibrium will exist under more
general circumstances, where a proof of the existence of equilibrium in the Arrow–Debreu
economy is  provided by Mas-Colell et al. (1995). Multiple equilibrium outcomes cannot be
ruled out by adopting these standard assumptions on preferences and production technologies
in economies with taxes and other price distortions. This is demonstrated by Foster and
Sonnenschein (1970).

23 These possibilities are examined in Chambers and Quiggin (2000).
24 The utility functional U(·) is a cardinal preference mapping over consumption expenditure.
25 For a discussion of these difficulties, see Grant and Karni (2004) and Karni (1993).
26 Anscombe and Aumann (1963) make the distinction between roulette-wheel lotteries and horse-

race lotteries so that they can identify the subjective probabilities consumers assign to states when
they have state-independent preferences. It allows them to separate randomness in income within
each state and between states.

27 If we adopt the common prior assumption, which is referred to as the Harsanyi doctrine, con-
sumers with the same information have the same probability beliefs. But Kreps (1990) argues that
since we allow consumers to have different preferences over the same consumption bundles we
should also allow them to form different probability beliefs from the same information.

28 The expected utility function can be used to rank preferences over state-contingent outcomes if we
extend the independence axiom. Savage does this by adopting the sure-thing principle so that 
rankings of outcomes depend only on states where they differ. There are also additional axioms 
to describe the way consumers form their probability beliefs. Ultimately the aim is for consumers
to have subjective probabilities that they believe could be the true objective probabilities. 
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Mas-Colell et al. (1995) adopt the extended independence axiom that makes preference rankings
over roulette-wheel type lotteries independent of the state of nature. This expands the randomness
in consumption expenditure to the state space by mapping all the roulette-wheel type lotteries onto
every state, which is not the case when the sure-thing principle is used.

29 Mehra and Prescott (1985) find the risk premium in equity is much larger than is predicted by the
CCAPM when consumers are assigned a coefficient of relative risk aversion that is consistent with
empirical evidence. Based on behavioural characteristics from experimental studies, Benartzi and
Thaler (1995) argue that this puzzle can be explained by consumers having a degree of loss aver-
sion where they place a larger weight on losses than they do on gains. Indeed, this may also be evi-
dence that the CCAPM fails because consumers have state-dependent preferences. Other
explanations for the puzzle are examined in Chapter 7.

30 The expectations operator Et (·) uses probabilities that are based on information available at time t.
31 By taking a second-order Taylor series expansion of we have:

We obtain the expression for by noting that 
32 We obtain (3.15) by solving the risk premium as a function of the growth in consumption expen-

diture, where the variance in consumption can be decomposed as

with being the growth rate in consumption expenditure. By using this normaliza-
tion we can solve the risk premium as

33 Mean–variance preferences, where consumers only care about the first two moments of the 
distribution over the consumption outcomes, even when they are not normally distributed, are the
less preferred basis for a mean–variance analysis.

34 Prior to Fama, the widely held view was that security prices followed a random walk. But the
hypothesis has a number of important limitations which are discussed in LeRoy (1989).

35 When securities pay dividends they need to be reinvested in the security for prices to follow a 
discounted martingale.

36 In the following analysis we use conventional notation to define the statistical properties of
random variables, where for each security k, we have expected return

and standard deviation

From an economic perspective, the standard deviation is a measure of dispersion that arises natu-
rally in a mean–variance analysis. Since utility is determined by consumption, the welfare effects 
of uncertainty will depend on the expected value of consumption and, for risk-averse consumers,
how far it deviates from that expected value. Since consumption is funded, at least in part, by
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returns to portfolios of securities, the risk in each security is determined by the covariance of its
return with consumption expenditure. When security returns are less than perfectly positively cor-
related with each other it is possible to eliminate part of their variance by bundling them in port-
folios. This diversification effect is determined by the covariance of security returns, given, for 
any two risk securities k and d, by

and by the coefficient of correlation

37 Cochrane (2001) shows how all the popular equilibrium pricing models in the literature, including
the CAPM, intertemporal CAPM, APT and consumption-beta CAPM, are obtained as special
cases of (3.17) by linearizing the pricing kernel over a set of state variables that isolate aggre-
gate consumption risk. Cochrane makes the point that (3.17) also holds for individual consumers
when the capital market is incomplete and they have different expectations, but their discount fac-
tors and consumption risk can be different in these circumstances. We derive the CBPM in a com-
plete capital market and with a common expectations operator so that (3.17) is the same for all
consumers.

38 This decomposition is obtained by writing the covariance term as

39 Cochrane and Lengwiler refer to this equation as the consumption-based capital asset pricing
model (CCAPM). In this book it is referred to as the CBPM, while the term CCAPM is used in
Chapter 4 to refer to the consumption-beta CAPM derived by Breeden and Litzenberger (1978)
and Breeden (1979) where the beta coefficient is the covariance between the expected return on any
security k and the growth in aggregate consumption divided by the variance in aggregate consump-
tion. It is a conditional beta coefficient in a multi-period setting when the variance in aggregate
consumption changes over time.

40 Insurance markets specialize in pooling diversifiable risks. When consumers purchase insurance
they create a mutual fund that makes payments to those who incur losses. A common example is
car insurance, where drivers face a positive probability of having an accident that can impact on
their consumption. By purchasing insurance they reduce this consumption risk and spread the cost
of car accidents over all car insurers. However, problems can arise when there is asymmetric infor-
mation between traders in the insurance market – in particular, when insurers cannot observe effort
by consumers to change their probability or size of loss, or when they cannot distinguish between
consumers with different risk. We examine these issues in Chapter 5.

41 Using the power utility functions in (3.20) to compute RRA in (3.15), we have

42 From (3.21) we obtain the respective marginal utilities and They
are substituted into the stochastic discount factor.

43 The log utility CAPM holds unconditionally (which means it is independent of time t) when 
security returns are identical and independently distributed over time to rule out changes in the
investment opportunity set. To see how the return on wealth can be used as a proxy for aggregate
consumption in the stochastic discount factor, we solve the return on wealth over period t to t + 1,
using (3.22) with γ = 1, as
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Consumption is a constant proportion of wealth for log utility because additional consumption
expenditure is exactly offset by the lower stochastic discount factor Thus,
wealth is unaffected by changes in future consumption.

44 Breeden and Litzenberger (1978) and Breeden (1979) derive the CCAPM in discrete time by
adopting the power utility in (3.20) with γ π 1 when security returns are jointly lognormally dis-
tributed with aggregate consumption. This model holds unconditionally (which makes it independ-
ent of time t) when the interest rate is constant and security returns are independently and
identically distributed. The CCAPM is derived in Section 4.3.4.

45 Later in Chapter 4 we summarize the equity premium and low risk-free interest rate puzzles 
identified by Mehra and Prescott (1985). They show how consumers with power utility need a high
CRRA to explain the large risk premium observed in historical data of returns to a stock market
index. But this also means they view consumption in different time periods as highly complemen-
tary and require a higher equilibrium interest rate to get them to save in a growing economy. 
Indeed, the interest rate is higher than what is observed in the data. Epstein and Zin (1989) use 
a generalized expected utility function that separates the coefficient of relative risk aversion from 
the intertemporal rate of substitution in consumption to provide a solution to the low risk-free 
rate puzzle.

46 This section shows how diversifiable risk can be eliminated by trading risky securities. In 
Chapter 5 we show how it is costlessly eliminated by trading insurance in a common information
setting.

47 We could allow aggregate uncertainty and then let consumers face loss L in each state of 
nature with probability πL. Indeed, the loss and the probability of loss could also be made
state–dependent. While this may be more realistic, it makes the analysis unnecessarily complex.
Aggregate uncertainty is removed from the analysis in this section so that we can focus on 
diversifiable risk.

48 There are two reasons for consumers to trade primitive securities in this economy: one is to trans-
fer income between the two time periods, while the other is to shift income between the two states
in the second period. If consumers have identical preferences and income endowments there are
no potential gains from transferring income between periods, but there are potential gains from
transferring income between the states. In these circumstances we have aB > 0 and aG < 0 
(with aB + aG = 0) to smooth consumption across the states. This generates aggregate net revenue
in the first period of H(paB aB + paG aG), and an aggregate net cost in the second period of 
H(πB aB + πG aG)/(1 + i) measured in present value terms. The risk-free return is used in the dis-
count factor here because, by the law of large numbers, H(πB aB + πG aG) is a certain net payout to 
securities. In a competitive capital market the no arbitrage condition drives the security prices to

49 In models with multiple future time periods consumers also care about changes in relative 
commodity prices over time when they consume bundles of goods. Thus, they care about the real
value of consumption expenditure in the future because it determines the combinations of goods
they consume.

50 Since the derivative security has we can use (3.31) to solve the risk premium for aggregate 
consumption risk, as After substitution we obtain (3.32).

51 Arrow (1971) made the important observation that quadratic preferences have the unattractive
property of IARA.

52 Meyer (1987) makes the observation that joint normal distributions are drawn from a class of
linear distribution functions that result in mean–variance preferences when consumers have
NMEU  functions. Ross (1978) identifies distributions that will lead to two-fund separation where
consumers choose the same risky portfolios to combine with the risk-free security.

53 Cochrane (2001) provides a detailed and excellent exposition of the way state variables can be 
identified in the CBPM and how to make the stochastic discount factor linear in these variables.

54 These discount factors are obtained by using the NMEU function in (3.13) to obtain the CBPM in
(3.17) when there are more than two time periods.

55 A risk-free bond pays the same real (nominal) interest payment at every event in each time period
where interest is paid. Nominal risk-free bonds can be risky due to inflation risk.

56 Discount bonds are defined in Section 2.4.5. They are coupon bonds with zero coupon 
interest. Thus, they pay a specified cash flow at their maturity date, and nothing in prior 
periods.

ψ σ= −( )/ .i iI Ι
2

β II = 1,

p i s B Gas
p

s= + ∈π /( ) { , }.1 for

( ( / , ) ).δ �I It t+
−

1
1( )�It+1

Notes 289



4 Asset pricing models

1 The efficient mean–variance frontier identifies the highest expected returns to portfolios of risky
securities at each level of risk.

2 The notation was defined in Chapter 3, where X0 and Xs are the values of current and future 
consumption expenditure in each period, respectively, the market value of current endowments,
V0 = Σk Pak ak the market value of the portfolio of securities, and η0 the share of profit in private 
production.

3 We remove the second-period endowments from the intertemporal budget constraints defined in
(3.7) to remove endowment risk from future consumption.

4 Once consumers allocate their wealth to future consumption by choosing the value and composi-
tion of their portfolio, they indirectly choose their current consumption expenditure when, as is
assumed here, there is non-satiation in each time period.

5 Current consumption expenditure is being optimally chosen in the background of the analysis
when consumers choose their portfolios of securities.

6 The minimum variance portfolio is obtained by differentiating the portfolio variance in (4.3) with
respect to a and setting the expression to zero, where

7 A fully indexed bond which pays a constant real interest rate is a pure risk-free security. In most
countries short-term government bonds are used as the risk-free security, but they are not normally
indexed for unanticipated changes in inflation. Thus, even if the Fisher effect holds, the real inter-
est rate on these bonds will change with unanticipated inflation.

8 At the margin all investors must be equally risk-averse along a linear efficient frontier as their
indifference curves have the same slope. It takes a larger proportion of risky asset A in the portfo-
lio of investor 2 to equate the slopes of their indifference curves.

9 The linear factor analysis relates the security returns to random values of the factors as

where ck is a constant. By adding and subtracting to this expression, we have

where is the deviation in factor g from its mean. We obtain (4.22) by noting that 

10 Market risk is priced uniquely in the APT when the residuals are eliminated from the returns to
the mimicking portfolios constructed to price factor risk. When this happens it becomes an exact
factor analysis. We demonstrate this in Section 4.3.3 when deriving the APT pricing equation from
the CBPM in (3.17).

11 The no arbitrage condition was defined earlier in Theorem 3.1.
12 Using vector notation we can write (4.23) as aA[1] = 0, where aA is the (1 × K) vector of security

weights in the arbitrage portfolio and [1] the (K × 1) unit vector. As a risk-free portfolio we must
have aAβ = [0] and aAε = [0], where β is the (K × G) matrix of beta coefficients, [0] the (1 × G)
vector of zeros and ε the (K × 1) vector of residuals, which leads to with the (K × 1)
vector of expected security returns. Since aA is orthogonal to the vector [1] and the columns in
matrix β, which imply it is also orthogonal to the vector of security returns there is a linear rela-
tionship between these vectors, with

where λF and λβ are, respectively, the (K×1) and (G×1) vectors of non-zero constants.
A crucial feature of this model is the zero price for residuals in the mimicking portfolio returns,

and the no arbitrage condition. The residuals attract no premium when they have zero variance,
while the absence of arbitrage profits maps security returns onto the premiums for market risk 
isolated by the factors. In practice, the R2 for empirical estimates of the beta coefficients in (4.22)
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is less than unity, where this leaves a positive variance in the residuals. In other words, some of the
market risk has not been identified by the common risk factors in the regression analysis. As the
number of traded securities (K) increases, R2→1 and the variance in the residuals approaches zero.
This is examined in detail by Cochrane (2001).

13 The pricing relationship in (4.28) will also hold when the capital market is incomplete, but 
consumers can have different discount rates across the states of nature.

14 In this setting we continue to assume consumers have conditional perfect foresight where they 
correctly predict equilibrium outcomes at each event in every future time period. The expectations
operator Et(·) is based on probability beliefs formed at current time t.

15 We can think of an infinitely lived consumer as someone who cares as much for their heirs as they
do for themselves, which is why the same utility function is used by each consumer in all future
time periods. But a lower bound must be placed on wealth to stop them creating unbounded liabil-
ities by rolling their debt repayments out to infinity where they have zero present values.

16 The relationship between the short- and long-term stochastic discount factors in a multi-period 
setting is summarized in Section 3.4. For the long-term discount factor over period t to T, we have

which is the product of a full set of short-term stochastic discount 
factors, one for each consecutive time period, with:

where the short-term discount factors are
17 The wealth portfolio is a combination of the risk-free bond and a bundle of risky securities. As

noted earlier in Section 4.1, every consumer holds the same risky bundle (M) in the CAPM, which
is why it is referred to as the market portfolio, but they hold different combinations of it with the
risk-free bond according to their risk preferences. Investors who are relatively more risk-averse at
the margin will hold more of the risky portfolio M in their wealth portfolio.

18 A risk-free bond pays the same rate of return in every event in each time period. But it can change
over time when the term structure of interest rates (for risk-free government bonds with different
maturity dates) rises or falls due to changes in the investment opportunity set.

A constant interest rate makes the term structure flat so that the interest rate on a risk-free bond
is the same at each event and in each time period.

19 Stein’s lemma states that if and are joint normally distributed, and m is differentiable 

with m′ , then

It is obtained using the decomposition where and R̃k

are time-dependent variables, with .
20 Breeden (1979) extends Merton’s analysis by allowing changes in relative commodity prices,

while Long (1974) derives the ICAPM using discrete-time analysis where security returns and the 
factors used to isolate consumption risk are multi-variate normal. The normality assumption is not
required in the continuous-time model of Merton as the two securities are normally distributed
over infinitely small time intervals for the diffusion process used to describe security returns.

21 The wealth portfolio is a combination of the risk-free bond and a bundle of risky securities. In the
CAPM every consumer holds the same risky bundle (M), which is why it is referred to as the
market portfolio, but they hold different combinations of it and the risk-free bond due to differ-
ences in risk preferences. Investors who are relatively more risk-averse at the margin hold more of
the risky portfolio M in their wealth portfolio.

22 We obtain (4.34) by expanding (4.28), using as
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Since , we have:

When security returns are joint-normally distributed Stein’s lemma (summarized in note 19)
allows us to decompose the covariance term as

,

where, from (4.32),

and

23 Merton finds the market portfolio may not be mean–variance efficient in the ICAPM due to the
additional state variables (factors). However, Fama (1998) shows that investor portfolios are in fact
multi-factor minimum-variance efficient, where consumers combine the market portfolio with a
risk-free security and mimicking portfolios to hedge against the factor risk. The return on each
mimicking portfolio is perfectly correlated with a state variable and uncorrelated with the return
on the market portfolio and all other state variables. Thus, the risk premium in mimicking portfo-
lio returns are compensation paid to investors for bearing non-diversifiable risk described by their
state variables.

24 Merton argues that if all traded securities by some quirk of nature are uncorrelated with the inter-
est rate, the term structure of interest rates for a riskless long-term bond will not satisfy the expec-
tations hypothesis. This is based on the observation that consumers will pay a premium for a
man-made security such as a long-term bond that is perfectly negatively correlated with changes
in the interest rate, and hence by assumption that is not correlated with any other asset. But this
premium would be eliminated by arbitrage in a frictionless competitive capital market.

25 Since (4.22) is constructed as a regression equation the factor deviations, which have zero mean
values , are uncorrelated with each other and the
residuals have zero mean (E(ε̃k, ε̃j) = 0 for all k, j. Equation (4.22) describes the returns to each 
security k and not any arbitrary set of returns by assuming the error terms are uncorrelated across
securities, with (E(ε̃k, ε̃j) = for all k, j. As the factors are reported as rates of return the sensitivity 
coefficients in (4.22) are standard beta coefficients, with .

26 Cochrane shows beta pricing models are equivalent to models with linear stochastic discount fac-
tors. To see this, start with the exact factor pricing model (without residuals) , where λ
is the (G × 1) column vector of factor prices. Based on the linear factor model in (4.22), we have

and . Since is the (1 × G) row vector of factor
deviations from their expected values E(f̃ f̃ ′) is a variance–covariance matrix. Using these decom-
positions we can write the APT pricing model as

Then, by defining and with non-singular, 
we have , for 

27 When security prices follow a Markov process the expected price in the next period depends solely
on the current price and not on prices in previous time periods.

28 Breeden derives the CCAPM with stochastic labour income but without leisure. When labour
supply is endogenous, leisure has to be included in the measure of aggregate consumption.
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29 For the power utility function in (3.20) with , wealth can be solved as

where is the growth rate in consumption.
30 The decomposition in (4.39) is obtained in two steps. First, ln (1 + ρ) is solved using (4.38) when

is continuous and log normally distributed with mean and variance 
, as

(a)

It is obtained by noting that when the product of two random variables A and B is lognormally 
distributed, we have:

Next, the price of the risk-free bond,

is used to solve ln (1 + ρ) when security returns and consumption growth are log-normally distrib-
uted, as:

(b)

with ln . We obtain (4.39) by combining (a) and (b).
31 With lognormally distributed consumption growth, we have:

32 There are a number of discrepancies in measures of aggregate consumption in the national
accounts. Some capital expenditure is included at the time of purchase, but it should instead be the
consumption flows generated over time. There are non-marketed consumption flows, like leisure
and home-produced consumption, that are not included in reported data. Most countries make
adjustments to include major items such as the rental value of housing services consumed by owner-
occupiers. Empirical tests of the CCAPM use a consumer price index to obtain a real measure of
consumption expenditure. We summarize the results for some of these tests later in Section 4.5.

33 While consumption in each time period is related indirectly through wealth, which is the dis-
counted present value of future income that can be transferred between periods by trading in the
capital market, the utility derived in each time period is independent of consumption expenditure
in all other periods.

34 Optimally chosen future consumption expenditure can be summarized using means and variances
because consumers have state-independent preferences. This means they care only about the 
statistical distribution of their consumption expenditure. The mean–variance analysis then follows
from assumptions when security returns are completely described by their means and variances. 
A less satisfactory basis for using a mean–variance analysis is to assume consumers have quad-
ratic preferences.
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35 Empirical studies compute economic returns to publicly listed shares by measuring changes in
their prices over time and adding dividend payments to them.

36 In the unconditional versions of the CAPM and the CCAPM the parameters in their stochastic 
discount factor are constant over time, while in the conditional versions of the models they are
time-dependent.

37 The Hansen–Jagannathan bound can be obtained by using (4.28) to write the pricing relationship
for security k as

After rearranging these terms, and using E(m̃) = 1/(1 + i), we have

with . Since the correlation coefficient cannot exceed unity, we set Corr 
(− m̃, ĩ k) = 1 and measure the risk premium as

There is a one-to-one relationship between consumption and wealth when consumers have aconstant
coefficient of relative risk aversion. Thus, by using the power utility function ,
we can write the stochastic discount factor as ,
where its variance becomes:

with . From this we have σm ≈ γσg in (4.42).
38 This expression is obtained by writing the risk-free discount factor in logarithmic form, as

ln , where ln if the variance in the discount factor (m) is
small.

39 McGrattan and Prescott (2003) argue there are no puzzles about the average debt and equity
returns over the last century when taxes on security returns, diversification costs and regulatory
constraints imposed on US households are taken into account.

40 There are excellent technical summaries of these extensions to the standard CCAPM in Cochrane
(2001), Kocherlakota (1990) and Lengwiler (2004).

41 Abel distinguishes between habit determined by past consumption of other consumers as ‘catch-
ing up with the Joneses’ and habit determined by current consumption of other consumers as
‘keeping up with the Joneses’.

42 The risk-free rate puzzle cannot be solved when external habit is based solely only on the current
consumption of others because saving is not raised in the same way as external habit based on past
consumption.

43 Campbell and Cochrane are able to successfully predict changes in the risk premium (the Sharpe
ratio) over time with external habit based on past consumption but with a high coefficient of 
relative risk aversion. In contrast, Constantinides can successfully explain the equity premium and
the low risk-free rate puzzles with internal habit (if consumers are highly sensitive to their own 
consumption risk) but without predicting changes in the risk premium correctly.

44 This relationship was derived earlier in Section 3.3.1 in the previous chapter.
45 Heaton and Lucas find borrowing constraints can lower the risk-free rate considerably when a

large enough proportion of consumers cannot sell debt. And they do so by reducing the demand
for risk-free funds.

46 Using the CCAPM with a coefficient of relative risk aversion set at unity, which is consistent with
estimates from empirical research, the risk premium on equity is less than 1 per cent for the low
observed standard deviation in aggregate consumption of approximately 3 per cent.
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47 Arrow and Lind argue the public sector faces a lower cost of capital because it can diversify risk
by undertaking a large number of projects. Any remaining risk can then be spread across the 
population by using the tax system to fund these projects. Bailey and Jensen (1972) refute this
claim by arguing the returns on most government projects are in fact correlated with national
income, which means they contain market risk that cannot be diversified by combining them
together. Moreover, the tax system is not a costless way of diversifying idiosyncratic risk. In fact,
there are few, if any, non-distorting taxes that governments can use, where lump-sum (or poll)
taxes are politically infeasible, while most taxes on trade affect economic activity. We look at how
risk affects the social discount in Chapter 8.

48 This expression is obtained by starting with the value of the net cash flows at t − 1, with
and 

When expectations about the net cash flows are formed using (4.48), with

their random value at t − 1 becomes

After taking expectations at t − 2, we have

which allows us to write the value of the net cash flows at t − 2 as

We obtain (4.49) by iterating back to time 0.
49 By using (4.48) we can write the random value of the net cash flows at time τ < t, as

Since its covariance with the return on the market portfolio, is

and its expected value at τ − 1, is
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we have

5 Private insurance with asymmetric information

1 A more detailed presentation is available in Laffont (1989) and Malinvaud (1972).
2 In this setting state probabilities are outside of the control of consumers both as individuals and

coalitions, but later we allow them to affect the probabilities of their individual risk through 
self-insurance. Their preferences can be summarized using NMEU functions with common 
information where they agree on the probabilities of all the possible outcomes, both for states and
individual risk. But with asymmetric information subjective expected utility is more appropriate
when consumers have different probabilities beliefs, which takes the analysis outside the classical
finance model used to generate the consumption-based pricing model in (4.28) where consumers
measure and price risk identically.

3 A state-independent utility function may not be appropriate for some applications, such as health 
insurance, where preference mappings depend on the consumers’ well-being.

4 While we refer to these outcomes as good and bad states, they are not the states of nature defined
earlier in Section 3.1.1 that are common to all consumers and outside their control. In contrast, the
good and bad outcomes considered here are incurred by different individuals at the same time.
Later we allow consumers to change the probability of bad state outcomes through self-protection.

5 There is a competitive equilibrium outcome for a single insurer when the market is perfectly 
contestable. The threat of entry forces the incumbent to set the price of insurance at the lowest 
possible marginal cost.

6 The analysis in this section draws from the analysis in Pauly (1974) and Shavell (1979).
7 Shavell (1979) considers ex-ante and ex-post observation with differential costs. Ex-post observa-

tion occurs when consumers make claims, while ex-ante observation occurs at the time the poli-
cies are written. Ex-ante observation is preferable if it is less costly than ex-post observation by an
amount sufficient to offset the extra frequency of observation involved.

8 A considerable amount of work has been undertaken in this area looking at the adjustment
processes to equilibrium and the existence properties of these equilibria. See Greenwald and Stiglitz
(1986), Harris and Townsend (1985), Riley (1975), Stiglitz (1981, 1982) and Wilson (1977).

9 It is assumed throughout the analysis that insurance is exclusive, so that consumers buy all their
insurance from one insurer. It can also be interpreted as meaning that all insurers know how much
insurance every consumer buys and stops them from taking more than full insurance. In practice,
insurance contracts contain clauses which require consumers to reveal all their insurance cover,
with failure to do so releasing insurers from any of their obligations. Exclusivity stops high-risk
types from locating to the right of L along the low-risk price line.

6 Derivative securities

1 Most retail outlets provide consumers with a two-week cooling-off period when they purchase
major items. In some countries it is mandated by law, but firms still do it voluntarily when the
option is valued sufficiently by consumers.

2 This bundle is created by taking long positions in the share and put option and being short in the
risk-free bond. The two options have the same exercise price (ŜT), which is also the payout on the
risk-free bond.

3 When the share price follows a random walk without drift its expected price is equal to its current
price, where deviations in the future price are noise with zero mean and constant variance.

4 The stochastic variable z is a continuous random variable with increments that are statistically 
independent; it is normally distributed with mean zero and variance equal to the increment in time
dt. Just like a random walk in discrete time, the variance scales with time.

5 Ito’s lemma takes a second-order Taylor series expansion of the call option value, where:
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and then uses (6.8) to substitute for dS = S(µS dt + σSdz) with and dt dS = 0, 
to obtain equation (6.9).

6 After substituting (6.7) into (6.9) and using dH = iH dt, we have

The first two terms cancel because the risk in the share price is eliminated inside the hedge port-
folio. By using H = S − (∂S/∂C)C and then rearranging terms, we obtain (6.10).

7 The Australian Futures Exchange became a wholly owned subsidiary of the Australian Securities
Exchange in 2006. It trades standardized futures contracts as well as over-the-counter forward contracts.

8 Sometimes this relationship is presented as 0FNT = (pN0 − 0NYNT)(1 + iT)T, where 0NYNT = 0YNT − 0QNT

is the present value of the net marginal convenience yield from storage.
9 The expected annual economic return from holding commodity N for T periods is

Thus, for 1 year, with T = 1, we have
10 Intermediate uncertainty was examined earlier in Section 4.6.2.
11 In the ICAPM all future consumption is funded solely from returns to portfolios of securities and

there is no risk from labour or other income, where the risk in the market portfolio is the aggre-
gate consumption risk in the first period, while the interest rate and relative commodity price risk 
determine how aggregate consumption risk changes over time.

7 Corporate finance

1 The consumer problem can be summarized using (2.11), without superscript h as:

where I = {I0, I1} is the vector of consumption expenditures in each period. The first budget con-
straint makes current consumption expenditure (X0) and the market value of the security portfolio
no greater than the market value of the endowments plus profit from production (η0), while
the second constraint makes future consumption expenditure (X1) no greater than the market value
of the endowments plus the payouts to securities, where ak is the number of units of security 
k ∈B, E held by the consumer.

2 This is the personalized discount factor defined in the Arrow–Debreu economy in (3.8) for a single
state in the certainty setting, with , where and are the Lagrange multipliers on
the budget constraints. By the envelope theorem these multipliers measure the marginal 
utility of income in each period at a consumer optimum when there is non-satiation, with

for t ∈{0, 1}.
3 Some consumers may sell both securities to borrow against real income endowments in the second

period.
4 In the two-period certainty model in Section 2.2.5 private firms purchase consumption goods in

the first period as inputs to future production. We extend the analysis here by allowing them to
finance this investment by selling debt and equity, where the problem for each profit-maximizing
firm can be summarized using (2.12), without superscript j, as
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where Z0 ∫ p0z0 is the market value of inputs purchased in the first period, and Y1= p1y1 the market
value of the net cash flows it generates in the second period. The constraint makes the payouts to
debt and equity by each firm equal to the market value of their net cash flows. By defining lever-
age as the proportion of each dollar of capital raised by selling debt as b = paB aB/V, we can write
the problem for each firm as:

where V0 = paB aB + paE aE is its current market value. The expression in (7.3) is obtained from the
payout constraint when it binds.

5 While it is fairly common practice in the finance literature to refer to consumers as being short in
securities when they sell them and long when they buy them, the same practice is less well estab-
lished when referring to the positions taken by firms. To avoid any confusion we will refer to firms
as being short in a security when they purchase it and long when they sell it. This is consistent with
the notion that consumers are in general net buyers and firms net sellers of securities. There are a
number of reasons why firms may purchase securities. For tax reasons they repurchase their own
shares and the shares of other firms to pay shareholders capital gains rather than cash dividends,
and they also purchase securities to spread risk and arbitrage profits. These activities will be 
examined in the following subsections.

6 We omit the time subscripts and superscript j to simplify the notation.
7 This decomposition is obtained by writing the user cost of capital as , where

8 We have , where .

9 These conditions are obtained from the problem for each firm in (2.12) by replacing their payout
constraint, with superscript j omitted, as

bV0(1 + iB) (1 − tC) + (1 − b) V0(1 − tC + iE) ≤ Y1(Z0) (1 − tC).

By rearranging this expression when the constraint binds we find that the corporate tax base is

(1 − b) iEV0 = (Y1 (Z0) − biBV0 − V0) (1 − tc).

Since the repayment of capital to debt and equity and interest are tax-deductible expenses the tax
falls on the return paid to equity. We follow the usual (often implicit) convention adopted in most
finance models by returning tax revenue to consumers as lump-sum transfers. This avoids the 
need to explicitly model government spending. But even though the tax revenue is returned to 
consumers, their real income falls due to the excess burden of taxation.

10 In reality, however, the corporate tax is levied on measured income which is not in general the
same as economic income. Recall from Chapter 2 that economic income measures the change in
the wealth of consumers over a period of time. Thus, it includes capital gains (or losses) on their 
capital assets. In contrast, measured income applies decay factors to the purchase prices of 
depreciating assets as a proxy measure for the reduction in their market values, and only includes
capital gains when they are realized. Whenever there are differences in economic and measured
income the effective corporate tax rate on economic income diverges from the statutory tax rate.
For example, when measured income is higher the effective tax rate on economic income rises
above the statutory corporate tax rate. We avoid this complexity in the following analysis by
assuming economic and measured income are equal.

11 This assumes investors do not take into account any future consumption benefits they might get
from government spending funded from corporate tax revenue. In practice, individual investors do
not directly link the tax they pay to the benefits they get from government spending. Since the tax
each investor pays is small relative to total tax revenue, they do not expect their contribution in
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isolation to have any noticeable impact on government spending. Moreover, wealth is redistributed
through the government budget so that high-income taxpayers are less likely to receive the same
value of benefits per dollar of tax revenue they pay. In the current setting tax revenue is returned
to consumers as lump-sum transfers by including them in the budget constraints of consumers.
This allows us to focus on equilibrium outcomes in the capital market without worrying about the 
welfare effects of government spending. The government budget constraint is explicitly included
in the welfare analysis used in Chapter 8.

12 In practice, firms are not declared bankrupt in every defaulting state because bondholders may
decide firm managers will operate more effectively in the future.

13 This is obtained by using the firm payout constraint

bV0 (1 + iB) (1− tC) + (1 − b) V0 (1− tC + isE) + hsV0 ≤ Ys(Z0) (1−tC) ∀S,

where hs V0 is the default cost in each state s.
14 To properly account for asymmetric information in the Arrow–Debreu economy we need to explicitly

introduce information sets for traders as well as the technologies they use to gather and process
information.

15 When there are more than two periods the firm recovers depreciation rather than repaying capital
to shareholders and bondholders, but measured depreciation allowances are rarely equal to 
economic depreciation, where the difference changes the effective tax rate on economic income
and affects the value of the firm.

16 In Australia some corporations can trade their tax losses inside conglomerates. This happens in the
mining and exploration sector where companies have large tax losses in some years. Similar losses
are incurred by drug and information technology companies that undertake research and development.
They are forced to bear potentially large costs from having to carry their tax losses forward with-
out interest.

17 For a comprehensive summary of non-tax capital structure theories, see the survey by Harris and
Raviv (1991) and the recent book by Tirole (2006). They also provide a summary of the results
from empirical tests of these theories.

18 Barnea et al. (1981) argue managerial incentives and specialized securities such as convertible
debt can be used to reduce, and in some cases, eliminate these agency problems.

19 Governments justify having lower tax rates on capital gains by arguing they promote investment and
income growth. But this is frequently inconsistent with other objectives they have to minimize the
excess burden of taxation. There is no doubt that part of the reason for the favourable tax treatment
of capital gains is the political influence of corporate firms. They make large contributions to 
political parties, while the costs are diffused over consumers with much less political influence.

20 The reduction in the effective personal tax rate from delaying the realization of capital gains 
can be demonstrated by comparing the after-tax return to a consumer from realizing a dollar 
of income today and then reinvesting it for one period with the 
after-tax return from leaving the income inside the firm for a year (1+iE)(1−th

B). When the 
income is realized now rather than next period the consumer pays additional tax of .

21 We obtain these first-order conditions from the consumer problem in section 2.2.5 by replacing
the budget constraints in (2.11), with:

where securities D and G are shares that pay dividends and capital gains, respectively. Since the
different personal taxes are endowed on consumers they have unbounded demands for their tax-
preferred securities, where tax arbitrage can, in the absence of constraints, exhaust government
revenue. Following Miller, we use short-selling constraints to restrict tax arbitrage and bound secu-
rity demands. Other ways of bounding security demands are examined below.
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22 This supply condition is obtained by replacing the payout constraint in the optimization problem
for firms in (2.12) with

V0 (1− tC) + iB (1 − tC) paB aB + iDpaDaD + iGpaGaG ≤ Y1(1− tC),

where V0 = paBaB + paDaD + paGaG is the current market value of their capital. The tax base is
obtained by rearranging this constraint, when it binds, as

iDpaD aD + iG paGaG = (Y1 − iBpaBaB − V0) (1 − tC),

with interest (iBpaBaB) and the repayment of capital (V0) being tax-deductible expenses. When there
are borrowing constraints on consumers to restrict tax arbitrage it is important that there are no
constraints on the security trades of firms for the no arbitrage condition to hold. Indeed, if con-
sumers cannot arbitrage profits from security returns, firms must be able to perform the task in a com-
petitive capital market. When firms choose their security trades optimally, they satisfy

In the absence of arbitrage profits these conditions hold with equality and we obtain the supply
condition in (7.27).

23 This assumes bondholders and shareholders can claim income payments made to securities they
sell as a tax-deductible expense.

24 When governments respond to tax-minimization schemes there can be strategic interactions
between the public and private sectors. Examples of this are examined in a dynamic setting by
Fischer (1980).

25 Aivazian and Callen (1987) illustrate the Miller equilibrium using an Edgeworth box diagram
where they show how constraints on tax arbitrage are required for exogenously endowed tax rates
to bound security demands. They also identify the role of firm security trades in making firm lever-
age policy irrelevant.

26 Some of these issues are raised in Chapter 8 where we examine project evaluation in an intertempo-
ral setting with tax distortions.

27 For examples, see Dammon (1988) and Auerbach and King (1983).
28 Miller (1988) also recognizes the important role of the security trades by financial intermediaries

in a competitive capital market.
29 Using US data over the period 1970–1985, Simon (1996) finds that the relationship between the

default-free tax exempt and taxable yields in the Miller equilibrium holds in the long run.
Deviations in this relationship are due to transitory shocks to the leverage-related costs of debt and
bank borrowing costs in the short run. The typical levels of these costs did not cause deviations
from the Miller equilibrium in the sample period.

30 In practice, the returns to domestic and foreign securities are converted into a common currency
before they are compared. Money has no real effects in the analysis undertaken here so we can use
a common numeraire good for all countries. In other words, interest rate parity holds for each 
currency in this real analysis. Once money has real effects interest rate parity can break down,
where a risk-free security can pay a different rate of return across countries due to expected
changes in exchange rates.

31 This is obtained when the firm maximizes profit (η0 = V0- Z0) by choosing investment 
to make:

dV

dZ
db

0

0 0

1
=

= .

ϕ
ϕ

( )( ) ,

) ,

1 1 1

1

+ − ≤
− + ≤

i t

t i
B c

C D

for debt,

(1 for equity paying dividends

(1 forϕ − + ≤t iC G ) ,1 eequity paying capital gains.



32 Expected default costs per dollar of capital can be included if at the margin they are unaffected by
changes in investment. In a common information setting they are confined to lost corporate tax
shields as bankruptcy and agency costs require asymmetric information.

33 As a first-order condition this expression is evaluated with leverage set at its optimal level. Once
MM leverage irrelevance breaks down, firm financing decisions affect their real investment
choices, where shareholders may not be unanimous in wanting firms to maximize profit.

34 Lower income taxes expand aggregate output by reducing the excess burden of taxation. Any
change in tax revenue is offset by changes in government spending through the government
budget. In the current analysis the tax revenue is returned to consumers as lump-sum transfers
because there is no government spending. It will be included in Chapter 8 when we undertake a
welfare analysis of changes in taxes and government spending.

35 Miller (1977) also considers the role of investors such as religious and other non-profit organiza-
tions who are exempt from tax.

36 Australia adopted the imputation tax system in 1998 and New Zealand adopted it the following
year. Canada and the United Kingdom adopted a partial imputation system. In the UK it was
replaced in 1999 by a system that provided personal tax reductions on dividend income subject to
corporate tax. These personal tax concessions range from 100 per cent for basic-rate taxpayers to
25 per cent for high-rate taxpayers. Singapore replaced a full imputation tax system in 2003 with
a one-tier corporate tax system which exempts all dividends from personal tax when they have
been subject to corporate tax.

37 The analysis here can be extended to accommodate uncertainty with common information by
noting that the equilibrium condition on security returns holds in each state of nature when the
capital market is complete.

38 Their dividend payout ratio changed over the sample period from around 50 per cent prior to the
1980s to over 60 per cent during the 1980s and 1990s. It peeked at about 100 per cent in 1982 and
then declined to around two-thirds in the 1990s due largely to changes in the relative tax treatment
of capital gains and dividends. Sarig finds empirical support for the information content of 
dividends.

39 The taxes on corporate income under a classical corporate tax system were summarized earlier in
Table 7.2.

40 Barclay and Smith do, however, find empirical evidence that the benefits from the information 
content of dividends are large enough to offset their tax disadvantage.

41 The reduction in the effective tax rate on capital gains is illustrated in note 20.
42 Capital gains are included in economic income in the periods when they accrue but, for the 

most part, they are included in measured income at the time they are realized. Thus, in periods
when capital gains are significant, firms with positive economic income can have negative 
measured income. Similar problems arise with capital losses because measured depreciation
allowances are determined by applying standardized decay factors to the original purchase 
prices of assets, while economic depreciation allowances are determined by the reductions in their
market valuations.

43 We obtain these conditions by replacing the budget constraints for consumers in (2.11) with

where aF is the number of units of franked dividend paying shares purchased at market price paF,
and aU the number of units of unfranked dividend paying shares purchased at market price paU. The
borrowing constraints are used to rule out tax arbitrage and bound security demands when
investors have different tax preferences for the four types of securities.

44 To capture the different tax treatment of franked and unfranked dividends, we replace the payout
constraint in the problem for firms in (2.12) with

X X p a p a p a I

X X p a i

aB B aD D aG G

aB B B

0 0 0

1 0 1

≤ − − − ≡

≤ + +

,

[ (( )] ( )

[

1 1
1

1− + +
−

−
⎡

⎣
⎢

⎤

⎦
⎥

+

t p a
i

t
t

p a

B
h

aF F
F

C
B
h

aU U 11 1 1 1 1+ − + + − ≡
≥

i t p a i t I

a a
U B

h
aG G G E

h

k k

( )] [ ( )] ,

forr k B F U G= , , , ,

Notes 301



bV0 (1 + iB)(1 − tC) + dFV0[(1 − tC) + iF] + dUV0(1 + iU) (1 − tC) + gV0[(1 − tC) + iG]
≤ Y1(1 − tC),

where b = paBaB/ V0, dF = paF aF / V0, dU = paU aU/V0 and g = paGaG/V0. When this constraint binds for
profit-maximizing firms we can write their current market value as

with b + dF + dU + g = 1.

8 Project evaluation and the social discount rate

1 We aggregate changes in utility over consumers using the individualistic social welfare function
of Bergson (1938) and Samuelson (1954). It is a functional mapping over the utility functions of
all consumers in the economy, who each obtain utility from their own consumption bundle. In
other words, this rules out consumers deriving utility from the consumption bundles chosen by
others. However, the social welfare function can take different forms to reflect variations in social
attitudes to inequality, ranging from complete indifference (utilitarian) to complete aversion
(Rawlsian). We initially use a conventional Harberger analysis that assigns the same distributional
weights to consumers. This removes distributional effects from the welfare analysis and allows us
to aggregate dollar changes in utility over consumers, where aggregate welfare gains represent
potential Pareto improvements through an appropriate lump-sum redistribution. Distributional
effects can be included by assigning different distributional weights to consumers.

2 A pure public good is defined to be perfectly non-rivalrous and non-excludable. It is difficult for
private suppliers to extract a fee from consumers when the good is non-excludable, which is why public
goods are underprovided in private markets. It creates a free-rider problem where individuals can con-
sume the benefits of goods supplied by others without making a contribution to their cost. Indeed,
this can lead to strategic interactions between private suppliers. To avoid these problems, which are not
the focus of the current analysis, we assume the good is produced solely by the government.

3 The following analysis could be undertaken using generalized state preferences, but they do not
allow us to separate the impact of risk on equilibrium outcomes. Moreover, expected utility is a
requirement for using one of the consumption-based pricing models examined earlier in Chapter
4 to compute risk-adjusted discount rates on future cash flows.

4 In the following analysis we assume every consumer is a net supplier of the private good, with
and a net consumer in the second period, with We could allow

some individuals to be net consumers in the first period (with x- h
0 − x h

0 < 0) and some to be net sup-
pliers in the second period, with However, the tax rates would then become subsidies,
unless we allow them to change sign. But consumers would then face different relative commod-
ity prices and use different discount factors to evaluate future consumption flows.

5 Since lump-sum transfers are non-distorting they make no contribution to the final welfare effects.
This has important practical implications because it allows governments to separate policy evalu-
ation across a number of specialist agencies. Treasury and finance departments can evaluate the
marginal social cost of raising revenue with a range of different taxes without knowing how the
funds will be spent, while departments responsible for health, education, social security and
defence can evaluate the net benefits from their spending programmes independently of the way
they are financed. The final changes to the distorting taxes are determined by the impact projects have
on the government budget. If they drive it into deficit then distorting taxes must be raised to gen-
erate additional revenue, while the reverse applies for projects that drive the budget into surplus.

6 There is a detailed examination of the role of lump-sum transfers in a conventional welfare analy-
sis in Jones (2005). Ballard and Fullerton (1992) argue that a conventional welfare analysis is not
possible when lump-sum transfers are ruled out. But they are only hypothetical transfers that we
use to separate the welfare effects of each policy variable, and they are eliminated inside projects
by tax changes made to balance the government budget. This is demonstrated in Section 2.1.2.
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7 In each period the aggregated endowments are and aggregate
consumption x0=Shx

h
0 and xs = Shx

h
s for all s, and the lump-sum transfers L0=ShL

h
0 and L0=ShL

h
s for all

s. We allow the government to trade in the capital market so that it can transfer tax revenue
between the two periods. On that basis, the government budget constraint can be computed in pres-
ent value terms by using the stochastic discount factors in (8.2).

8 The model can be extended by adding more time periods and redefining the second-period budget
constraints over events (e), which are time-specific subsets of the state space. To accommodate
saving and investment at times beyond the second period, replace −Z0 and ys for all s by the vector
of net outputs ye, with ye < 0 for inputs and ye > 0 for outputs.

9 Since λ h
0 is the marginal utility of current income, converts expected utility into current 

income. Thus, is a dollar measure of the change in expected utility; it measures areas of
surplus below consumer demand schedules. It is well known that dollar changes in utility are in
general unreliable welfare measures for discrete (large) policy choices. Once the marginal utility
of income changes with real income, dollar changes in private surplus do not map into utility at a
constant rate and are therefore path-dependent. This is examined in detail by Auerbach (1985) and
Jones (2005). These problems do not arise in a marginal welfare analysis because changes in the
marginal utility of income have higher-order effects that do not impact on final welfare changes.

10 This expression is obtained by using the first-order conditions for optimally chosen consumption,
with and for all s and the first-order condition for optimally
chosen saving in (8.2).

11 Bergson (1938) initially described the individualistic social welfare function, while Samuelson
(1954) was the first to use it in formal analysis.

12 Individualistic social welfare functions rule out interdependencies between consumers where they
get utility from their own consumption bundle as well as the consumption bundles of others.
However, they can be given functional forms that reflect social attitudes to income inequality rang-
ing from complete indifference (utilitarian) to complete aversion (Rawlsian). These determine the
values of the distributional weights assigned to consumers in the aggregate welfare changes.

13 Distributional effects can be included in the welfare analysis by assigning different distributional
weights to consumers. Typically there is an inverse relationship between these weights and income,
where low-income consumers are assigned higher relative weights. But they are based on subjec-
tive assessments that can differ across policy analysts. In some circumstances policy changes with
efficiency losses, which isolate reductions in real income, can be socially profitable due to distri-
butional effects. Most analysts report the efficiency and equity effects separately so that policy-
makers can see the role played by subjectively determined distributional effects in the welfare
analysis. We address these issues in more detail in Section 8.1.4.

14 Using (8.5), we can write the change in social welfare in (8.6) as

The changes in the lump-sum transfers are solved using the government budget constraints in (8.4)
where, after substitution, we have

The conventional welfare equation in (8.7) is obtained by using the market-clearing conditions for
the private good in each time period, with and for all s respec-
tively, to eliminate the endogenous price changes.

15 Since the tax on net future consumption demand raises the marginal valuation for the good above
its marginal cost, the extra revenue is a net gain from expanding this taxed activity.

16 The changes in tax revenue are:
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17 Atkinson and Stern make the important observation that positive revenue effects do not necessar-
ily mean that the optimal supply of the public good is larger than it would be in an economy with-
out tax distortions. The summed benefits and costs are measured in different economies and will
not in general be the same at each level of public good provision. In a tax-distorted economy the
excess burden of taxation reduces aggregate real income and this impacts on the marginal valua-
tions consumers have for the private and public goods, where the resulting impact on prices can
change the cost of producing the public goods.

18 It is quite feasible that the project reduces net consumption of the private good in the second period,
but it must increase net supply of the good (by reducing aggregate consumption demand) in the first
period to release the resources used to produce extra output of the public good. When net demand
falls in the second period the reduction in tax revenue is a welfare loss that increases the marginal
cost of providing the good. It is possible for this loss to make the spending effect negative.

19 A number of studies obtain a modified measure of the MCF which combines the spending effects
for projects with the conventional MCF in (8.14). Thus, the MCF is project-specific. For examples
of this, see Ballard and Fullerton (1992) and Snow and Warren (1996). Jones (2005) derives the
formal relationship between the conventional and modified measures of the MCF.

20 Formally, the marginal excess burden of taxation for t0 is MEB0 = − (dW/dt0)/(dT/dt0), where the 
welfare loss is solved using the conventional welfare equation in (8.7) as

It is important to note that this loss is isolated using (hypothetical) lump-sum transfers to balance
the government budget. When the tax is marginally raised the government returns the revenue 
to consumers through lump-sum transfers. Thus, the welfare loss is measured in a balanced equi-
librium which is on the economy’s production possibility frontier. The welfare effects for each of
the policy changes can be isolated in this way. Once they are combined inside projects the lump-
sum transfers are eliminated by the tax changes. Thus, we have 

where MCF0 in (8.14) is equal to 1 + MEB0.
21 This special case is examined by Ballard and Fullerton (1992), and it is the outcome when utility

is (log-)linear in the public good.
22 For a detailed examination of the relationship between dollar changes in utility and the compen-

sated welfare changes see Jones (2005), where the Hatta (1977) decomposition is generalized 
to accommodate endogenous price changes.

23 The hats (^) over variables indicate they are computed with utility held constant and are therefore
based solely on substitution effects.

24 These foreign aid payments are purely notional and have no impact on the utility of foreign 
consumers. Normally any changes in real income stay in the hands of domestic consumers. We
simply compute potential foreign aid payments as a way to isolate the changes in real income from
policy changes that ultimately impact on the utility of domestic consumers.

25 The actual change in expected utility from the project is derived as the second equation in (8.11).
26 Graham looks at how to maximize the option value by redistributing income across states of

nature. But in project evaluation we want to evaluate the option value for consumption risk result-
ing from the project, which is, in part, endogenously determined by consumers trading risk in pri-
vate markets. If the government can reduce consumption risk by transferring income across states
of nature the value of the ex-ante CV rises. However, that introduces a separate policy choice with
additional costs. In particular, we need to consider whether the government can reduce consump-
tion risk at lower cost than private traders, and since it cannot redistribute income across states of
nature using lump-sum transfers, it uses distorting taxes which have efficiency costs that make
redistribution costly. These same issues arise for income redistribution across consumers.
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27 The Hatta decomposition was originally derived in a certainty setting with constant producer
prices. Jones (2005) generalises it by allowing variable producer prices. It is also used by Dixit
(1985) and Diewert (1983) in a certainty setting with variable producer prices.

28 It should be noted that there are an infinite number of ways for governments to distribute surplus
revenue to consumers when using lump-sum transfers. But they may not be able to personalize the
revenue transfers when using distorting taxes, which is why it is important to test for Pareto
improvements in policy evaluation. Jones derives a revised measure of the shadow value of gov-
ernment revenue when consumers have different distributional weights and the government bal-
ances its budget with distorting taxes; it is the distributional weighted sum of personalized
measures of the shadow value of government revenue, where strict Pareto improvements are pos-
sible when tax changes make these personalized shadow values positive for every consumer.

29 Foster and Sonnenschein (1970) find SR can be negative in tax-distorted economies where multi-
ple equilibrium outcomes are possible. When this happens extra real income reduces social wel-
fare. They show how stable price adjustment mechanisms, like the Walrasian auctioneer in a
competitive equilibrium, overcome this problem.

30 The derivation of this welfare equation is not provided here as it is similar to the derivation pro-
vided for the original welfare equation in (8.7).

31 The shadow value of capital is obtained using the welfare equation in (8.7′′) as:

We obtain (8.25) by rearranging these terms to get

32 In a certainty setting the private discount factor is m = 1/[1 + i(1 − τ)] for all s, where in the absence
of trade taxes the social discount rate becomes ψ = i(1 − τ) + τiα. This can be rearranged as ψ = αi +
(1 − α)i(1 − τ), where from the market-clearing condition is the change
in private saving.

33 If risk can be traded at lower cost using the tax system it would seem logical to argue that more cap-
ital should be funded through the tax system. Indeed, in the extreme all investment would be funded
in this way, where the cost reductions could be obtained without the projects being undertaken
inside the public sector. The government could simply raise capital for private producers. Clearly,
there are important cost advantages from the current risk trading opportunities in private markets
which have created considerable wealth for most countries in recent years. Traders in private capital
markets specialize in gathering information about projects being funded through sales of shares, debt
and other financial instruments. They also specialize in creating risk-spreading opportunities by trad-
ing derivative securities such as options and futures contracts which were examined in Chapter 6.
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